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given the rising privacy concerns, the data mining community has faced a new challenge. Having shown how effective 
its tools are in revealing the knowledge locked within huge databases, it is now required to develop methods that 
restrain the power of these tools to protect the privacy of individuals. The question how these two contrasting goals, 

mining new knowledge while protecting individuals’ privacy, can be reconciled, is the focus of this research. We seek ways to improve the tradeoff 
between privacy and utility when mining data.
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Introduction
In recent years, privacy preserving data mining has emerged as a very 
active research area. This field of research studies how knowledge can 
be extracted from large data stores while maintaining commercial or 
legislative privacy constraints. Quite often, these constraints pertain to 
individuals represented in the data stores. While data collectors strive 
to derive new insights that would allow them to improve customer ser-
vice and increase their sales, consumers are concerned about the vast 
quantities of information collected about them and how this informa-
tion is put to use. Privacy preserving data mining aims to settle these 
conflicting interests.   The question how these two contrasting goals, 
mining new knowledge while protecting individuals’ privacy, can be 
reconciled, is the focus of this research. We seek ways to improve the 
tradeoff between privacy and utility when mining data.

Data, Information, and Knowledge
Data are any facts, numbers, or text that can be processed by a comput-
er. Today, organizations are accumulating vast and growing amounts of 
data in different formats and different databases. This includes:

•	 operational or transactional data such as, sales, cost, inventory, 
payroll, and accounting

•	 nonoperational data, such as industry sales, forecast data, and 
macro economic data

•	 meta data - data about the data itself, such as logical database de-
sign or data dictionary definitions

Information
The patterns, associations, or relationships among all this  data  can 
provide information. For example, analysis of retail point of sale trans-
action data can yield information on which products are selling and 
when.

Knowledge
Information can be converted into  knowledge  about historical pat-
terns and future trends. For example, summary information on retail 
supermarket sales can be analyzed in light of promotional efforts to 
provide knowledge of consumer buying behavior. 

Literature Review
Data Mining
The primary ingredient of any Data Mining exercise is the database. 
A database is an organized and typically large collection of detailed 
facts concerning some domain in the outside world. The aim of Data 
Mining is to examine this database for regularities that may lead to a 
better understanding of the domain described by the database. In Data 
Mining we generally assume that the database consists of a collection 
of individuals. Depending on the domain, individuals can be anything 
from customers of a bank to predict the behavior of new individuals. 
Consider, for example, a sample of customers of a bank and how they 
responded to a certain offer. We can build a model describing how the 
response depends on different characteristics of the customers, with 
the aim of predicting how other customers will respond to the offer. A 
lot of time and effort can thus be saved by only approaching customers 
with a predicted interest.

K-Anonymity
One definition of privacy which has received a lot of attention in the 
past decade is that of k-anonymity. The guarantee given by k-anonym-
ity is that no information can be linked to groups of less than k individ-
uals. The k-anonymity model of privacy was studied intensively in the 
context of public data releases, when the database owner wishes to 
ensure that no one will be able to link information gleaned from the 
database to individuals from whom the data has been collected. To be 
of any practical value, the definition of privacy must satisfy the needs 
of users of a reasonable application. Two examples of such applications 
are (1) a credit giver, whose clientele consists of numerous shops and 
small businesses, and who wants to provide them with a classifier that 
will distinguish credit-worthy from credit-risky clients, and (2) a med-
ical company that wishes to publish a study identifying clusters of 
patients who respond differently to a course of treatment. These data 
owners wish to release data mining output, but still be assured that 
they are not giving away the identity of their clients. If it could be ver-
ified that the released output withstands limitations similar to those 
set by k-anonymity, then the credit giver could release a k-anonymous 
classifier and reliably claim that the privacy of individuals is protected. 
Likewise, the authors of a medical study quoting k-anonymous cluster 
centroids could be sure that they comply with HIPAA privacy standards, 
which forbid the release of individually identifiable health information.

The past two decades has seen a dramatic increase in the amount of in-
formation or data being stored in electronic format. This accumulation 
of data has taken place at an explosive rate. It has been estimated that 
the amount of information in the world doubles every 20 months and 
the size and number of databases are increasing even faster. The in-
crease in use of electronic data gathering devices such as point-of-sale 
or remote sensing devices has contributed to this explosion of available 
data. Figure 1 from the Red Brick company illustrates the data explosion. 

Figure 1: The Growing Base of Data 

3. Need of Study
Given the rising privacy concerns, the data mining community has 
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faced a new challenge. Having shown how effective its tools are in 
revealing the knowledge locked within huge databases, it is now re-
quired to develop methods that restrain the power of these tools to 
protect the privacy of individuals. The question how these two con-
trasting goals, mining new knowledge while protecting individuals’ 
privacy, can be reconciled, is the focus of this research. We seek ways 
to improve the tradeoff between privacy and utility when mining data.

To illustrate this problem, I present it in terms of Pareto efficiency. Con-
sider three objective functions: the accuracy of the data mining model 
(e.g., the expected accuracy of a resulting classifier, estimated by its 
performance on test samples), the size of the mined database (num-
ber of training samples), and the privacy requirement, represented by 
a privacy parameter. In a given situation, one or more of these factors 
may be fixed: a client may present a lower acceptance bound for the 
accuracy of a classifier, the database may contain a limited number of 
samples, or a regulator may pose privacy restrictions. Within the given 
constraints, I wish to improve the objective functions: achieve better 
accuracy with fewer learning examples and better privacy guarantees. 
However, these objective functions are often in conflict. For example, 
applying stronger privacy guarantees could reduce accuracy or re-
quire a larger dataset to maintain the same level of accuracy. Instead, 
we should settle for some tradeoff. With this perception in mind, I can 
evaluate the performance of data mining algorithms. Consider, for ex-
ample, three hypothetical algorithms that produce a classifier. Assume 
that their performance was evaluated on datasets with 50,000 records, 
with the results illustrated in Figure 2.

Figure 2: Example of a Pareto frontier. Given a number of learning sam-
ples, what are the privacy and accuracy tradeoffs?

We can see that when the privacy settings are high, algorithm 1 ob-
tains on average a lower error rate than the other algorithms, while 
algorithm 2 does better when the privacy settings are low. A Pareto 
improvement is a change that improves one of the objective functions 
without harming the others. Algorithm3 is dominated by the other 
algorithms: for any setting, we can make a Pareto improvement by 
switching to one of the other algorithms. A given situation (a point in 
the graph) esparto efficient when no further Pareto improvements can 
be made. The Pareto frontier is given by all the Pareto efficient points. 
My goal is to investigate algorithms that can further extend the Pareto 
frontier, allowing for better privacy and accuracy tradeoffs.

Implementation
Considering privacy and utility
In many k-anonymity works the anonymization process is guided by 
utility metrics, regardless of the actual data mining algorithm to be ex-
ecuted on theanonymized data. In the context of differential privacy, 
the PINQ framework was suggested as a programming interface that 
provides access to data while enforcing privacy constraints. In theory, 
PINQ should allow a programmer to write privacy preserving algo-
rithms without requiring privacy expert knowledge. The PINQ layer 
enforces differential privacy, and the programmer gains a considerable 
amount of exibilityin designing privacy preserving algorithms. Unfor-
tunately, a data mining algorithm can be implemented in several ways 
on top of this interface, and accuracy may vary considerably between 

these implementations.

In contrast, we argue that to improve the tradeoff between privacy 
and utility, these two goals should be considered simultaneously with-
in a single process. In the context of k-anonymity, It will be showmen 
how privacy considerations can be interleaved within the execution 
of a data mining algorithm, allowing to switch rapidly between utility 
oriented decisions and privacy-oriented decisions. For example, when 
inducing decision trees, a splitting criterion (utility) is used to pick an 
attribute to split a node. If this would result in a breach of k-anonymity, 
the attribute is generalized (privacy) and the algorithm will re-evaluate 
(utility) the candidate attributes to make a new decision. This kind of 
interaction between utility and privacy considerations is not possible 
when the anonymization and data mining processes are distinct. For 
differential privacy we demonstrated that it is not only important what 
the calculated functionality is, but also how it is calculated. For exam-
ple, a splitting criterion for decision tree induction, such as information 
gain, can be evaluated in several ways on top of a privacy preserving 
data interface, and choosing a good implementation is crucial to the ef-
fectiveness of the resulting algorithm. In addition, when choosing the 
data mining algorithm, the data miner should balance utility consider-
ations with privacy considerations. Functionalities that are comparable 
in terms of utility may have a very different privacy impact. For exam-
ple, the Max, Information Gain and Gini Index criteria for choosing an 
attribute to split a decision tree node provide decision trees with com-
parable accuracy when no privacy considerations are involved. Howev-
er, in a privacy preserving algorithm, privacy considerations should be 
taken into account as well. The Max criterion for choosing an attribute 
has low sensitivity, so it has an advantage over the other criteria, espe-
cially when working on small data sets or with a small privacy budget. 
On the other end, Gini Index and Information Gain tend to generate 
shallower trees than the Max criterion, so given depth constraints on 
the induced decision tree; they may outperform a differentially private 
decision tree generated with the Max criterion. Hence the utility and 
privacy considerations should both be taken into account to obtain the 
best tradeoff.

How does data mining work?
While large-scale information technology has been evolving separate 
transaction and analytical systems, data mining provides the link be-
tween the two. Data mining software analyzes relationships and pat-
terns in stored transaction data based on open-ended user queries. 
Several types of analytical software are available: statistical, machine 
learning, and neural networks. Generally, any of four types of relation-
ships are sought:

•	 Classes: Stored data is used to locate data in predetermined 
groups. For example, a restaurant chain could mine customer 
purchase data to determine when customers visit and what they 
typically order. This information could be used to increase traffic by 
having daily specials.

•	 Clusters: Data items are grouped according to logical relationships 
or consumer preferences. For example, data can be mined to iden-
tify market segments or consumer affinities.

•	 Associations: Data can be mined to identify associations. The 
beer-diaper example is an example of associative mining.

•	 Sequential patterns: Data is mined to anticipate behavior patterns 
and trends. For example, an outdoor equipment retailer could 
predict the likelihood of a backpack being purchased based on a 
consumer’s purchase of sleeping bags and hiking shoes.

Data Mining: Issues
One of the key issues raised by data mining technology is not a busi-
ness or technological one, but a social one. It is the issue of individu-
al privacy. Data mining makes it possible to analyze routine business 
transactions and glean a significant amount of information about indi-
viduals buying habits and preferences. 

Another issue is that of data integrity. Clearly, data analysis can only be 
as good as the data that is being analyzed. A key implementation chal-
lenge is integrating conflicting or redundant data from different sourc-
es. For example, a bank may maintain credit cards accounts on several 
different databases. The addresses (or even the names) of a single card-
holder may be different in each. Software must translate data from one 
system to another and select the address most recently entered.
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