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The popularity of the Internet and the availability of computers and high speed network as low-cost commodities are 
changing the way we use the computers today. These technical opportunities have led to the possibility to provide 
anything as a service over the Internet. Cloud computing has gained popularity to provide this service to the users 

in recent time. To achieve this goal,  a cloud must provide services to many users at the same time and as different users have different QoS 
requirements, the scheduling strategy should be developed for multiple workflows with different QoS requirements. Most of the algorithms 
developed for scheduling applications on cloud computing focus on a single Quality of Service (QoS) parameter such as execution time or cost or 
total data transmission time. Even in MQMW [1] algorithm used only two QOS parameters such as reducing the make span of workflow and cost. 
However, if we consider more than one QoS parameter in to single objective function then the problem becomes more challenging .In this paper 
we introduced Multiple Workflow QOS Scheduling algorithm to address this problem .The scheduler can schedule multiple workflows which are 
started at any time and the QoS requirements are taken into account. Experimentation shows that our scheduler is able check the Scalability, 
Reliability, Average Response Time. 
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I. Introduction
Modern collaborative scientific experiments in domains such as struc-
tural biology, high-energy physics and neuroscience involve the use 
of distributed data sources. As a result, analysis of their datasets is 
represented and structured as scientific workflows [2]. These scientific 
workflows usually need to process huge amount of data and compu-
tationally intensive activities. A scientific workflow management sys-
tem [3] is used for managing these scientific experiments by hiding 
the orchestration and integration details inherent while executing 
workflows on distributed resources provided by cloud service provid-
ers.

Clouds are a large pool of easily usable and accessible virtualised 
resources (such as hardware, development platforms and/or 
services). These resources can be dynamically re-configured to adjust 
to a variable load (scale), allowing also for an optimum resource 
utilisation. This pool of resources is typically exploited by a pay-per-
use model in which guarantees are offered by the Infrastructure 
Provider by means of customised service level agreements [4]. 

Cloud computing is not purely a new technology. It is a combination 
of grid computing, virtualisation, utility computing.. This fact makes 
grid computing and cloud computing closely related to each other on 
one hand, yet different to each other on the other hand.

Cloud computing helps user applications dynamically provision as 
many compute resources at specified locations (currently US east1a-d 
for Amazon1) as and when required. Also, applications can choose the 
storage locations to host their data (Amazon S32) at global locations. 
In order to efficiently and cost effectively schedule the tasks and data 
of applications onto these cloud computing environments, schedulers 
have different QoS policies that vary according to the objective func-
tion: minimize total execution time (makspan), minimize total cost to 
execute, high scalability, reliability and reducing the response time 
used while meeting the deadline constraints of the application, and 
so forth. In this paper, we focus on providing high reliability, availabil-
ity, decreasing average response time and BW utilization minimizing 
the total execution cost of applications on these resources provided 
by Cloud service providers, such as Amazon and GoGrid3. We achieve 
this by a method called Compound QoS Constraint workflow schedul-
ing algorithm (CQCW).

The rest of the paper is structured as follows: Related work is dis-

cussed in Section 2. Then section 3 describes our research tool. The 
scheduling strategy will be presented in Section 4. And Section 5 will 
show the experimental details and simulation results. Finally Section 
6 concludes. 

II. RELATED WORK
In this section, we will describe the related work of workflow sched-
uling. Scheduling in distributed systems is NP-complete in general. 
Some typical grid workflow scheduling algorithms are introduced 
in [5] by Jia Yu and Buyya. As we take a look at the scheduling algo-
rithms they use, it is possible to see that many practical algorithms 
are designed for single workflow and do not consider the QoS re-
quirements, such as the Min-Min Heuristic, the Greedy Randomized 
Adaptive Search Procedure algorithm [6] and the Heterogeneous Ear-
liest-Finish-Time algorithm [7]. Jia Yu introduces a Cost-based sched-
uling algorithm [6] which partitions a workflow and assign deadline 
to every partition. However the algorithm is designed for single work-
flow. Though it can be used to schedule multiple workflows, the rela-
tionship of workflows is not taken into account. 

Ke Liu et al. proposed a throughput maximization strategy for sched-
uling transaction intensive workflows [8]. But it is designed for trans-
action intensive workflows not for multiple workflows. The difference 
between transaction intensive and multiple workflows is that transac-
tion intensive workflows are multiple instances of one workflow and 
multiple workflows are different workflows. In other word, multiple 
workflows may have completely different structures and transaction 
intensive workflows have the same structure. As multiple workflows 
may have thoroughly different structure, this strategy would not per-
form well. 

Zhifeng Yu and Weisong Shi [9] present a planner-guided strategy for 
multiple workflows. It ranks all ready tasks and decides which task 
should be scheduled first. However, if there are new lower rank work-
flows coming continuously, the higher rank task will not be scheduled 
to execute. In a massive scalable cloud, this situation will become 
true. On the other hand, this algorithm only considers the execution 
time, not other QoS requirements, such as cost. 

Meng Xu, Lizhen Cui et al[1]. Proposed a multiple QoS constraint 
strategies of multiple workflows for cloud computing. It provides the 
solutions of providing different QoS to different users. The experimen-
tal simulator results shows that they consider only three QoS parame-
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ters such as Time, Cost and Success rate of the scheduling. 

In conclusion, although the algorithms mentioned above have their 
respective benefits in their particular application areas, none of them 
is particularly designed for multiple workflows with multiple QoS con-
strained scheduling (i.e not consider reliability, and response time)  
and the key features of cloud computing are not specifically taken 
into consideration. Thus, the motivation of our work is to design a 
strategy to decrease the response time scheduling and increase the 
scalability and reliability of workflow scheduling for cloud computing 
platform.

III.MOTIVATION
In this section, we discuss the motivation of our research. There have 
been extensive comparative studies for static and dynamic algorithms 
[8], [9], [10], [11] in the context of scheduling single workflow. Cloud 
is massively scalable. This leads to a fact that the services in cloud 
may change dynamically. 

In this case, the static scheduling algorithm is not a optimal choice.  
Moreover, all application on cloud will be used by a large number of 
users. And different user has different QoS requirements naturally. So 
a challenge for workflow systems on cloud is how to satisfy with mul-
tiple QoS requirements of different users. 

However, most existing scheduling algorithms are designed for 
scheduling of a single complicated workflow instance or only one QoS 
constraints rather than for multiple QoS constraints of multi-work-
flows. To address this problem, we need to develop new solutions.

The new algorithms must be able to support the scheduling of multi-
ple workflows, and must be able to meet multiple QoS requirements. 
Therefore, the new algorithms should not only consider the comple-
tion time of each single workflow, but most importantly, the overall 
performance. 

The overall performance can be defined in many aspects. Among 
them, we focus on the following aspects:  Scalability, Reliability and 
Average Response time with respect to QoS. 

IV.THE PROPOSED   MWQS ALGORITHM
Workflow Management  System
Figure shows the architecture of the workflow management system. 
Users first submit workflow specifications with their QoS require-
ments. The system then Discovers appropriate services for processing 
the workflow tasks and schedules the tasks on the services. Distribute 
users’ overall deadline into every task partition. Schedule the task to 
particular service Start workflow execution

B. Definition
Before we introduce our scheduling strategy, we first define some 
term which we will use later.

Definition 1: The Time Quota
The time limit when the task is executed

TQ(ti)=Min(T(ti,R))+VT(ti,R)*(QoS(time)- MinT(w))/ΣVT( t,R)

Where Min(T(ti,R)) is the minimum time of the task ti executed,  
VT(ti,R) is the time variance which the task ti executed on all services, 
QoS(time) is the time attribute of QoS requirements, MinT(w) is the 
minimum time of the whole workflow executed, and 

ΣVT(t,R) is the time variance sum of all tasks in the workflow.

Compound QoS Constraint workflow scheduling algorithm (CQCW)in 
Cloud Computing

In our algorithm directly apply in our workflow management system 
.Workflows are getting from the job queue, in a job queue maintain 
a all workflow jobs .In our algorithm sorted the task in according to 
their attributes.

The number of services in cloud Environment. The number of tasks 
waiting to be executed is larger than the service number. So a task 
with minimum available service number should be scheduled first. 
The reason is that the task would have not available services, if other 
tasks are scheduled first

The tasks which belong to the workflow with minimum time should 
be scheduled first.

T: a set of all tasks
S: a set of available services

Procedure: Get Ready Task
getReadyTasks()
{while Χ (t) ε T is ready do ReadyTasks← t 
end while}

Procedure : Sort The Task
sortTask(ReadyTasks, q)
{while X( t) .Ready Tasks insertTask(t,q) end 
while }

Procedure: Insert The Task
insertTask(t,q)
{ insert task t into queue q according to the 
strategy introduced above }

Procedure: schedule for Task
schedule(q,S)
{while q is not empty 
t←first task in q
s←getService(t,S)
schedule task t on service s
 q=q-{t}
 S=S-{r} end while}

Procedure: Get The  Service
get Service(t,S)
{select s.S, and the execution time and cost not 
exceed the time and cost quota of task t return s }

No of Work flows Total Execution Time
 Test 1 2 3 4 5 6 7 8
10 141 140 141 142 140 141 142 140
20 155 156 155 156 157 156 157 156

      
V. EXPERIMENTS AND RESULTS
To evaluate the performance of the algorithm, we have developed an 
experimental simulator. Our cloud environment has 15 services. Every 
service can execute one task at the same time. We list some of results 
for MWQS algorithm.

In table 1 shown in result of scalability using MWQS algorithm, in 
this system increase the number of workflows does not affect execu-
tion workflows  

In table 2 shown in result of Reliability using MWQS algorithm. We 
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list the 8 times execution of MWQS algorithm   with 10and 20 work-
flows .the result is variation of one or two milliseconds 

In table 3 shown in result of Response time calculation using MWQS 
algorithm. We list 5 results and get the average response time of sys-
tem

No of Workflows Total Execution Time

10 891

20 937

30 984

40 1041

50 1109

60 1120

70 1140

80 1203

TABLE 1

Figure 3
   

No of 
Workflows

Response 
Time(ms) Total Execution Time(sec)

10 2.234 1644.2
20 2.235 1648.2
30 2.24 1651.1
40 2.355 1654
50 2.375 1679
Average 2.2878 1655.3

TABLE 3

Figure 4

VI .CONCULUSION
The workflows on cloud computing platform have multiple QoS 
requirements. It is a main challenge of cloud workflow system to 
scheduling the multiple QoS constrained workflows. However, most 
existing scheduling algorithms are not designed to address this prob-
lem. To address this problem, we have proposed a multiple QoS con-
strained scheduling strategy of multiple workflows for cloud comput-
ing.

In future work, we plan to add more QoS constrained (availability etc) 
to workflows.
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