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ABSTRACT Optimization methods have been widely applied in statistics. This paper focuses the lower and upper values 
of interval estimated linear programming model (IELPM) are obtained by using the method of estimation. 

An IELPM is a linear programming model (LPM) with interval form of the coefficients in the objective function and all re-
quirements. In conventional mathematical programming, the coefficients of the models are always treated as deterministic 
values. However uncertainty always exits in practical engineering models. Therefore,  IELPMs may provide an alternative 
choice for considering the uncertainty into the optimization models. The solution of the IELPM is analyzed.

1.	 Introduction
The optimization models have widely applied to many re-
search fields. In mathematical programming, the coefficients 
of the models are always categorized as deterministic values. 
However uncertainty always exits in realistic models.  There 
are several approaches to model uncertainty in optimization 
models. Though, interval estimated optimization models may 
provide opt for considering the uncertainty into IELPMs. That 
is, the coefficients in the objective function and all require-
ments are interval form and the coefficients in the IELPMs are 
assumed as closed intervals. LPMs with interval coefficients 
have been analyzed by many researchers, such as Chinneck 
and Ramadan (2000), Dantzig (1955), Herry Suprajitno and 
Ismail bin Mohd (2010), Kuchta (2008). Hladik (2007) has 
computed exact range of the optimal value for LPM in which 
input data can vary in some given real compact intervals, and 
he able to characterize the primal and dual solution sets, the 
bounds of the objective function resulted from two nonlinear 
programming models. Sengupta et al (2001) have reduced 
the interval number LPM into a bi-objective classical LPM 
and then obtained an optimal solution. Suprajitno and Mohd 
(2008) and Suprajitno et al (2009) presented some interval 
LPMs, where the coefficients and variables are in the form of 
intervals. Abbasi Molai and Khorram (2007) have introduced 
a Satisfaction Function (SF) to compare interval values on the 
basis of Tseng and Klein’s idea and reduced the inequality 
constraints with interval coefficients in their satisfactory crisp 
equivalent forms and define a satisfactory solution to the 
model. The CIs have established to be useful tools for mak-
ing inferences in many practical uncertain LPMs. The limits of 
uncertain data (i.e., determining the closed intervals to bind 
the possible observed data) are easier to be finding the CIs. 
The application of  IELPMs are production planning, financial 
and corporate planning, health care and hospital planning, 
etc., 

The next section deals with review and some preliminaries on 
interval arithmetic. Succeedingly, the construction of CI was 
carried out. Then, the general model of IELPM and solving 
procedure are discussed. A numerical illustration with conclu-
sion was discussed in the next section.

2.	  Preliminaries   
In this section, necessary notations are discussed, which is 
useful for further consideration.

Let us denote by I the class of all closed and bounded inter-
vals in R. If [a], [b] are closed and bounded intervals, we also 

adopt the notation [a] = [ aa, ] and [b] = ],[ bb , where ba,
and ba,  mean the lower and upper bounds of [a], [b]. Let [a] 
= [ aa, ] and [b] = ],[ bb be in I. Then by definition, 

where x is a real number.

(v)    An interval [a] is said to be positive, if a  > 0 and nega-
tive, if a  < 0.

(vi)  If [a] = [ aa, ] and also [b] = ],[ bb  are bounded and real 
intervals, we define the multiplication of two intervals as 
follows:  

(vii) There are several approaches to define interval division. 
We define the quotient of two intervals as follows: Let [a] 
= [ aa, ] and also [b] = ],[ bb  be two nonempty bounded 
real intervals. Then if 0 ∉ ],[ bb  we have









=

bb
aaba 1,1],[][][                                                                           (2.3)

(viii) Power of interval for n∈ Z is given as:

When n is positive and odd or [a] is positive, then [a]n = 

When n is positive and even, then [a]n = [ nn aa , ],             

       When n is negative, [a]n = na][
1
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(ix) For an interval [a] such that a > 0, define the square root 
of [a] denoted by ][a  as: ][a = { abab ≤≤:  }.

(x) Mid-point of an interval [a] is defined as ( )aaam +=
2
1)][(

(xi) Width of an interval [a] is defined as aaaw −=)][( .

(xii) Half-width of an interval [a] is defined as )(
2
1)][( aaaw −=

.

Remark 2.1: Note that every real number a Î R can be consid-
ered as an interval [a, a] Î I.

Definition 2.1: The function F: R n ®I defined on the Euclid-
ean space Rn called an Interval Valued Function (IVF) i.e., F(x) 
= F(x1, x2, …,,xn) is a closed interval in R. The IVF F can also 
be written as F(x) = [ ])(),( xFxF , where )(and)( xFxF  are 
real-valued functions defined on Rn and sat-
isfy )()( xFxF ≤  for every x Î R n. We say that the IVF F is dif-
ferentiable at x0 Î R n if and only if the real–valued functions 

)(and)( xFxF  are differentiable at x0. 

Remark 2.2: Suppose A = [ aa, ], B = ],[ bb , then 

1) F (A ³ B) > 0 Û ,ba >  2) F (A > B) > 0 Û baorba >> ,

3) F (A £ B) > 0 Û ba < , 4) F (A < B) > 0 Û baorba << .

3. Construction of Confidence Interval 
A general method of constructing CIs where distributed 
problems are avoided consists in using the Chebyshev in-
equality. If  is an estimator of q (not necessary unbiased), by 
Chebyshev inequality, for any positive e, we have 

This gives us a CI for q with confidence level atleast 1-1/e2. 
This method can be used in all situations whether the random 
variable is discrete or continuous and the sample size is small 
or large. 

3.1 Construction of confidence intervals in large samples
If L(q½x) is the likelihood function of a random sample of 
size n from a distribution with PDF f (x, q ) and if the Fisher 
Information measure for the sample, viz., I (q ), exists and if 
n is large then, 

 

If T is minimal sufficient for q , then  will be a function 
of T and q. So to construct CI for q, one can select, as a pivot

g(T,  (3.1.1)

This pivot can be used to construct CI for the parameter q. 
For instance, for a (1 - α) CI we start with

               (3.1.2)

whose probability is (1 - α). If the two inequalities in (3.1.2) 
can be uniquely inverted to obtain inequaities for q, which is 
possible if g(T, q ) is a monotonic function of q, then one can 
obtain (1 - α) CI for q. 

4.	 General Model of Interval estimated Linear Programming 
Model (IELPM)

As was described in the previous section, an IELPM can be 
generated as follows:

Minimize f(x) = [ ] j

n

j
jj xcc∑

=1
,

Subject to [ ] [ ]iij

n

j
ijij bbxaa ,,

1
≥≤∑

=
, (4.1)

 xj ³ 0

Then we say that x = (x1, x2, …,xn) is a feasible solution of 
model (4.1) if and only if x1ai1 + …+ xjaij +…xnainÎ [ ]ii bb ,  
for all possible aij Î [ ]ijij aa , , i = 1, 2,…, m and j = 1, 2,…, n. In 
other words, x = (x1, x2, …, xn) is a feasible solution of model 
(4.1) if and only if i

n

ij
jiji bxab ≤≤ ∑

=
 for all possible aij Î [ ]ijij aa ,  i =1, 

2,…, m and j = 1, 2,…, n. We adopt the notations ( )mi bbbb ,...,, 21=  
and ( )mi bbbb ,...,, 21= . Also the feasible solution set S*= {xj Î Rn: 

[ ] [ ]iij

n

j
ijij bbxaa ,,

1
≥=≤∑

=

 and xj ³ 0} is assumed to be non empty and 
bounded. 

5.	  An IELPM and its solving model 
According to Abbasi Molai and Khorram (2007), the objective 
function of model (4.1) can be reduced into a linear three-
objective LPM as follows:

Minimize {left limit of the interval objective function},

Minimize {right limit of the interval objective function},

Maximize {length of the interval objective function},

Subject {set of feasibility constraints}.

The principle of function f (x) indicates that for the minimi-
zation model, an interval with a smaller left and right limit 
value is inferior to an interval with a greater left and right limit 
value. Hence, in order to obtain the minimum of the interval 
objective function, considering the left and right limit value 
of the interval valued objective function is our primary con-
cern. We reduce the interval objective function into a linear 
bi-objective function by its left and right limit value, i.e., the 
LPM with an interval objective function can be reduced into a 
LPM with a linear bi-objective function as follows:

Minimize {left limit of the interval objective function},

Minimize {right limit of the interval objective function} (5.1)

Subject to {set of feasibility constraints}.

We consider the length as a secondary attribute, only to con-
firm whether it is within the acceptable limit. If it is not, one 
has to increase the extent of length (uncertainty) according 
to his satisfaction and thus to obtain a longer interval among 
non-dominated alternatives. We can obtain the nondominat-
ed solutions via model (4.1). Model (4.1) can be expressed as 
simultaneously minimizing the left and right limit of the inter-
val objective function. Here, a weighted function 








+








∑∑
==

n

j
jj

n

j
jj xcxc

1
2

1
1 λλ  is 

introduced to obtain some non-dominated solutions, where 
l1 ≥ 0 and l2 ≥ 0 are the weights of the left and right end 
points of f (x), respectively, with l1 + l2 = 1. Taking l1 = 1 is 
regarded as an optimistic opinion of minimizing f (x) because 
the best situation is considered, whereas taking l2 = 1 is re-
garded as a pessimistic opinion because it is concerned with 
the worst situation. Considering that the decision maker is 
optimistic or pessimistic, we can reduce the linear bi-objec-
tive programming model (4.1) into a LPM, i.e., if the decision 
maker is optimistic, we will consider the following model:

Minimize {left limit of the interval objective function},

Subject o {set of feasibility constraints} (5.2)

Now, we will consider the inequality constraints of model 
(5.2).

Let A = [ aa, ], B = ],[ bb  and be a singleton variable. Now we 
can consider two possible states: i) Ax £ B, ii) Ax ³ B. 

For Ax £ B, we propose an equivalent form of the interval 
inequality relation as follows:

 Ax £ B Þ ]1,0[)(

0)(

∈≤<

>≤

αAxBF

BAxF

 (5.3)
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Where a may be interpreted as an assumed and fixed opti-
mistic threshold by the decision maker. Now, according to 
the definition 2.1, remark 2.2, and relation (5.3) we obtain a 
equivalent form of the interval inequality relation as follows:

Ax £ B Þ ,)()(

)lyequivalent(or

xaabbbxa

xabbxa

−+−≤−

≥−<

αα

ε

Where a may be interpreted as an assumed and fixed opti-
mistic threshold by the decision maker. e > 0 is a small posi-
tive value.

ii) Similarly, for Ax ≥ B, we propose an equivalent form of the 
interval inequality relation as follows:

Ax ≥ B Þ ]1,0[)(
0)(
∈≤>

>≥
αAxBF

BAxF
 (5.4)

where a may be interpreted as an assumed and fixed optimis-
tic threshold by the decision maker.

Similarly, we obtain a equivalent form of Ax≥B by the follow-
ing pair:

Ax ≥ B Þ ,)()(

)lyequivalent(or

xaabbxab

bxabxa

−+−≤−

≥−<

αα

ε

Where a may be interpreted as an assumed and fixed opti-
mistic threshold by the decision maker. e > 0 is a small posi-
tive value.

From above procedure, mathematically we can write the 
model

 Where a may be interpreted as an assumed and fixed opti-
mistic threshold by the decision maker. e > 0 is a small posi-
tive value.
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6. Illustration
We consider a multiple period productions – smoothing 
model with interval shipping costs and preferring routes, 

crisp supplies and demands. Here, there is an example of us-
ing data obtained from confidence interval technique. Thus, 
the given IELPM can be written as the following 

Maximize f(x) = [250.24, 501.180] x1 + [500.25, 751.10] x2 

Subject to [100.48, 100.52] x1 + [100.21, 100.23] x2 ≤ 
[100.15, 100.75] (6.1)

[100.33, 100.38] x1 + [100.44, 100.46] x2 ≤ [100.30, 100.51]

xi ³ 0 “ i= 1, 2.

Using the model (5.5), the optimization model can be for-
mulated as 

Maximize f(x) = 509.94 x1 + 259.85 x2 

Subject to 100.48x1 + 100.21x2 ≤ 100.15

 100.33x1 +100.44x2 ≤ 100.30 (6.2)

 (100.52 - 0.04 α) x1 + (100.23 - 0.02 α) x2 ≤ 100.75 + 0.60 α

 (100.38 - 0.05 α) x1 + (100.46 - 0.02 α) x2 ≤ 100.51 + 0.21 α

 xi ³ 0 “ i= 1, 2.

In model (6.2), a Î [0, 1] is assumed and fixed optimistic 
threshold by the decision maker. By using Excel Solver, the 
obtained the following optimal solution:

x1 = 0.209822, x2 = 0.789014, optimal solution is 250.5769

7.	 Conclusion
This paper focused about IELPM involving CI technique. As 
a general rule, solution methods based on statistical approxi-
mations are applicable for both small and large samples. 
Work is in progress to apply and check the approach for solv-
ing multiple period productions –smoothing model under 
interval data environment. 


