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ABSTRACT Queueing network has widely applied to signify and investigate the resource sharing the system such as 
computer system, communication network. In many applications servers, like Web servers file servers, data-

base servers, a huge amount of transaction has to be handled properly in a specified time limit. Each transaction typically 
consists of several sub-transactions that have to be processed in a fixed sequential order. One of the most important quality 
of service parameters for these applications is expected response time, which is the total time it takes a users request to be 
processed. In multi class queueing network, a job moves from a queue to another queue with some probability after getting 
a service. The portrayal of the queue stability is obtained based on the following parameters: general arrival, service time 
distributions, and multiple classes with specific arrival rate. A multiple class of customer could be open or closed where 
each class has its own set of queueing parameters. In distributed multi-server network in which the customer transitions 
have exemplified by more than one closed Markov chain. The main objective is to maximize the total source utility by pos-
ing the optimization network control which shown that the rate control problem has been solved completely. Numerical 
calculations and Graphical representation shows that the new method improves the performance measure in terms of 
reduction computational effort.

1.0 INTRODUCTION
Recently communication infrastructure plays vital role in ap-
plications that share parts of the infrastructure. Consider a 
multi server queueing network with M servers and N classes 
of customers. Time is slotted to continue a fixed entity length 
to serve jobs. Consider the system has an infinite buffer in 
which assuming that the jobs are assumed to arrive for the 
duration of slot and depart at the end of the slot. In the class 
of queuing systems the problem of optimal control is maxi-
mize the optimization criterion has to be chosen in order to 
prevent degradation of services in computer communication 
networks. The optimization criterion depends on two factors 
that maximize the average network time delay constraint. 
In many applications servers, like Web servers file servers, 
database servers, a huge amount of transaction has to be 
handled properly in a specified time limit. Each transaction 
typically consists of several sub-transactions have to be pro-
cessed in a fixed sequential order. For the distributed com-
puter network model, an algorithm is designed in which the 
customer transitions have characterized by more than one 
closed Markov chain. A solution of product form algorithm is 
derived in the case of multiple closed sub chains and compu-
tational algorithm is presented for general class of queueing 
networks. The result is generalized to a queueing network 
in which the customer routing transitions are characterized 
by a Markov chain decomposable into multiple sub chains. 
Several aggregate states and their marginal distributions are 
discussed in conclusion. 

2.0 LITERATURE SURVEY 
M.Andrews (2004).et.al., had developed the concept of the 
Scheduling in a Queueing system with asynchronously vary-
ing service rates. S.Andradottir,et.al.,(2003) has explained 
efficiency of time segmentation parallel simulation of finite 
Markovian queueing networks. R.Artalejoet.al.,(2012) has 
envisaged Markovian retrial queues with two way commu-
nication system. S.Balsamo (2001), et.al., had explained 
the analysis of queueing networks with blocking. Parallel 
scheduling of multiclass M/M/m queues: approximate and 
heavy-traffic optimization of achievable performance by Gla-
zebrooket.al., (2001).P.Cremonesi et.al.,(2002) had enlight-
ened the approximate solution of closed multiclass queuing 
networks. M.Harchol-Baltere et.al.,(2005) has evidently envis-

aged the Multi-server queueing systems with multiple prior-
ity classes. W.K. Ehrlich.et.al.,(2001), had clearly explained 
the performance of web servers in a distributed computing 
environment. J.R.Ramos,et.al.,(2003)has approached an im-
proved computational algorithm for Round Robin Service. 
The concept of node decomposition based approaches 
for multi-class closed queuing networks has envisioned by 
K.Satyamet.al.,(2005). M,Reiser et.al.,(1980) had analyzed 
multi chain closed queueing networks. R.Srinivaset.,al(2007) 
had analyzed a multi-server queueing model with Markovian 
arrivals and multiple thresholds., S.Stidham (2002) has clearly 
explained the methodology to design and control of queue-
ing system. L.Tadj et.al.,(2005)had explained Optimal design 
and control of queues.

3.0 STOCHASTIC SCHEDULING CONTROL ON MULTI 
SERVER QUEUEING NETWORK 
The behavior of multi server queueing network has been 
classified into three major pastures:

(1)  Network Control,
(2)  Control over networks, and
(3)  Multistage scheme.

Networks Control has provides a certain level of perfor-
mance to a network data stream, although attains proficient 
and fair utilization of network resources. Control over net-
works deals with the design of feedback policy to modify the 
control systems in which control data is swap over through 
unreliable communication links. Multistage scheme explain 
network structural design and communications between net-
work components which describes behavior of the individual 
components agents of the networked system. Queueing 
network model is used to study the behavior of large sys-
tem of different components and it is very complex for input 
and output from a component. Only limited case of queuing 
network models yielding a analytic solutions. Application of 
Markovian queuing network models with product form solu-
tion gives exactly solution. The stochastic nature of the input 
and output system represents the arrival and departures of 
packets in computer communication networks. The product 
form solution provides approximation to the actual behav-
ior of packet switching network. Each user has to choose a 
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flow control strategy and the optimal choice for decentral-
ized flow control depends on the strategies of the other us-
ers. Consider a queueing network that composed of three 
nodes, each modeled as a multiclass queueing network. Jobs 
arrive 11λ  at the first node in the servers of the node with 
the rate 121101 , µµµ  and  , . After completion of service at the first 
node jobs are forward to the second node with probability 
p  and leave the node with probability p1  − . The incoming 
jobs are server in the second node with rates 2221 µµ  and   with 

( )12110111   -   µµµλγ ++=1
.

3.1 Steady State Distribution 
The first step is to partition the most arriving job into several 
sub-states and aggregate the surrounding state into one. The 
partitioning strategy imposes a structure on the feasible state 
and is therefore very important for the rate of convergence 
of the algorithm. If the partitioning is such that most of the 
good solutions tend to be clustered together in the same sub 
states, it is likely that the algorithm quickly concentrates the 
search in these subsets of the feasible state. More efficient 
partitions could be constructed if the performance function 
is considered. This type of partitioning techniques is called 
data base group partitioning. Then the approach of moment 
fragmentation technique is appropriate to a class of queue-
ing networks with thrashing and communication blocking sta-
tions. Let iℜ  denote the number of servers and jC denotes 
the buffer capacity at j . According to Poisson process jobs 
arrival rate is n1,2,...., i  , =iλ  to the station i  and the service 
time is exponentially distributed with n1,2,...., i  , =iµ .Let ijΡ  
denotes the probability that a job endeavor to join the queue 
at station j, immediately after a service completion at station 
i, for j = 1,… n, and let 1n,i +Ρ denotes the probability that a 
job will leave the system after being served at station i. When 
a job enters the system, which founds that the buffer station 
is full leaves the system immediately, unless it is arriving from 
another station in the network, in which case it endures an-
other service and then rerouted. Let { })t()...,t(),t(),t()t( n3,21 ΨΨΨΨΨ =  
denote the state of the system at time t, where n1,2,...,j  , =)t(jΨ
denotes the number of jobs in station j  at time t. Next de-
termine the station at which the event has to be executed 
and whether the event is an arrival or a service completion. 
An arrival is a feasible event at station j in a routing if the 
buffer is not full. If a job is feasible for a routing, then execute 
the event and update the state of the system accordingly. If 
a job is not feasible for a routing, simply ignore that event 
and the state of the system in that sample path will remain 
unchanged. This procedure for parallel simulation of multiple 
routings of discrete event systems using a general cycle of 
latent measures is fundamentally based on standardized of 
the Markov chain.

3.2 Round Robin 
In the round robin scheduling, processes are dispatched in 
a FIFO manner but are given a limited amount of CPU time 
called a time-slice or a quantum. Round Robin fashion runs 
the algorithm based on the length of the quantum that will 
drastically decrease the waiting time compared with the oth-
er scheduling algorithm.

FCFS and SJF are examples for non-primitive algorithms. 
Scheduling primitive algorithms like MLFQ and RR, which 
provides response time and fair dispatching of CPU time. 
Round Robin function technique will provide a proper re-
sponse time and no starvation with low overhead. Feedback 
scheduling algorithm has not possibility for starvation since 
this algorithm gives better results of I/O bound processes 
and there is no importance for throughput and response 
time.

4.0 OPTIMIZATION OF QUANTUM QUEUE REPEATED 
NETWORK 
Repeated Network is the best model that reserves the opti-
mization that recognize the trend information of time series 
data. The network leaves a trace of its behavior and keeps a 
memory of its previous states. The inputs of repeated net-

works are the quantum of queues and the average response 
time. Average response time enters as an input in neural 
network, and then the network obtains the relation between 
the quantum change of a specified queue with the average 
response time and the quantum of other queues. According 
to the quantum change in a specified queue, it is possible 
to optimize the average response time. The network finds 
the relation between increase or decrease of quantum of a 
queue with the average response time and tries to reduce 
the average response time. Then the input of neural network 
updates the quantum changes of the queues and specifies a 
new quantum for queues. By entering the new quantum of 
queue to the intelligent multi class feedback queue function 
and pre-assumed processes are fed to this function, which 
leads to obtain the average response time. The optimized 
quantum for lower queues is found in the previous stage 
and these quantum amounts are not optimized further and 
the network may fail to achieve the desired result. This can 
be prevented by replacing the new quantum with previous 
ones and the new amount of specified queue with the former 
amounts. 

The quantum of queues are returned to the input in a recursive 
way, it means that only the new quantum of specified queue 
is returned to the input and the other queues receive the 
former amounts as inputs. The new average response time is 
obtained by replacing the new quantum of a specified queue 
in intelligent multi class feedback queue function. When a 
change is applied in the quantum of a specified queue, the 
number of queues can be changed. It is possible that reduc-
ing the quantum caused more processes are moved to the 
lower queues or a new queue is added to the number of re-
quired queues. On the other hand increasing the quantum of 
a queue may cause no process is moved to the lower queues 
and as a result the lower queues are eliminated. Applying the 
changes in the specified queue, by decreasing the quantum 
it causes more processes are moved to the lower queues or 
a new queue is added to the required number of queues. By 
increasing the quantum of a queue may cause no process is 
moved to the lower queues which are eliminated. The effect 
of these changes into the network by eliminating or adding a 
queue would be recognized by the new quantum for a speci-
fied queue. The multi class feedback queue outputs are used 
to calculate the average response time.

5.0 OPTIMIZATION OF QUANTUM QUEUE REPEATED 
NETWORK
A interconnect queue that describes a multi-class queueing 
network, where a job moves from a queue to another queue 
with some probability after getting a service. A multiple class 
of customer could be open or closed where each class has its 
own set of queueing parameters. A closed queuing network 
model is suitable for large number of job arrivals. These pa-
rameters are obtained by analyzing each station in isolation 
under the assumption that the arrival process of each class is 
a state-dependent Markovian process. These jobs are served 
at different sub queues with different service time distribu-
tions. The entire sub-queues have been served completely, 
then only the customer leave the system. Queueing network 
with finite capacity queues to represent the system with finite 
capacity resources and population constraints. 

Fig. 1: Design of Multiclass Closed Queueing Network

Consider a queueing network system consisting of K service 
centers as 1≤ i ≤ K. There exist R different classes of custom-
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ers and their transition are presiding over from one state to 
another by a first-order Markov chain M. )ri(ir ′′Ρ represent the 
probability that a customer of class r which completes service 
at centre i will go to service centre i¢ and changes to class 
r¢ in M. Then the Markov chain M is decomposable into L 
sub chains L32l M,....M,M,M  which are all irreducible. Assume 
that without loss of generality R ≥ L ≥ 1. The sub chains lM ’s 
are either open are closed. The sub chains are driven by L in-
dependent Poisson arrival streams with rate )n( llλ , where ln  
is the total number of customers in sub chain lM  at a given 
system. Representation of general service time distribution in 
the method of stages is, only one stage can accommodate a 
job at a given time .In FCFS discipline, a customer waiting at 
the head of the line is not allowed to enter the first stage until 
the job currently in service completes its last stage and de-
parts from this centre. That is the entrance stage is blocked 
as longs as a job exists in the some stage. The steady state 
distribution provides a solution in a product form when it is 
not blocking. In the situation of blocking, the solution is com-
plicated for the queueing system. Hence the service centre 
is assumed to be a queue dependent exponential server in 
FCFS discipline. 

In Processor sharing (PS) queue discipline , the problem 
of blocking in the exponential server could not exist. In a 
multi server queue, there are many servers available than 
jobs and no waiting line is formed, thus blocking is nonex-
istent. In an infinite server queue, where the service rate is 
lowered according to the number of jobs in the centre at a 
given time.In FCFS, when a new job enters, the first stage 
of the server is provided to it. If a new job is entered prior 
this has been served by its own server. If a job is stayed at 
any stage restart the service among those remaining in the 
system. When a new job entered the service centre without 
blocking, this leads to provide a product form solution. In 
Processor Sharing(PS) and Last Come First Serve(LCFS),the 
service stages are specified in the system.

6.0 NUMERICAL CALCULATIONS

7.0 GRAPHICAL REPRESENTATION

CONCLUSION
This paper shows that the interactive behaviors in multi server 
queueing network which has been modeling by a stochastic 
technique. The stochastic isolation decomposition technique 
is to maximizing the scalability and minimizing the complexity 
in large networks. In distributed multi-server network in which 
the customer transitions have exemplified by more than one 
closed Markov chain. Generating function has implemented 
to derive closed form of solutions and product form solution 
with the parameters such as stability, normalizations constant 
and marginal distributions
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