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ABSTRACT Over the past decades, prominent methods were proposed for aligning biological sequences that finds 
the homology or similarity among them. One of the challenging task for solving problems in computational 

biology is the Multiple Sequence Alignment (MSA). In this paper, we discussed efficient methods designed to address the 
MSA problem. An algorithmic approach to MSA based on the combination of approximation and progressive techniques is 
compared. Particularly, the well-known algorithms such as Centre star Alignment and heuristic methods were used to align 
sequences. Consequently, how an optimization approach to MSA based on Particle Swarm Optimization (PSO) algorithm 
is discussed. Finally, using an empirical illustration, the above techniques were employed in order to improve the quality of 
alignment solutions. The results were shown numerically and graphically.

1. Introduction 
The primary goal of bioinformatics seeks to compare DNA / 
protein sequences, to search for a common or related pat-
tern among them. During recent years, MSA methods in 
bioinformatics act as a challenging task for solving problems 
in computational biology for biological sequences such as 
biological macromolecules, DNA and proteins (Desmond, 
G. Higgins et al., 1988; Geoffrey, J. Barton, 1998; Julie, D. 
Thompson, et al; 1994; Wang-Sheng Juang and Shun-Feng 
Su. 2008). Thus, sequence alignment techniques are consid-
ered as central to modern molecular biology. The multiple 
alignment methods can be divided into two main categories: 
methods aligning sequences over their entire length (global) 
and methods aligning regions of only high similarity (local). In 
this paper, we focus in global alignment.

Needleman and Wunsch (1970) are often attributed as the 
first application of dynamic programming in molecular biol-
ogy, while various formulations of the same algorithm were 
described by Sellers (1974) and Waterman et al., (1976). 
Desmond G. Higgins et al., (1988) performed multiple align-
ments of large numbers of amino acid or nucleotide sequenc-
es from a series of pairwise alignments of clusters, following 
the order of phylogeny tree. It is proved that the method 
is sufficiently fast and economical with memory on micro-
computers. Julie D.Thompson et al., (1994) used progressive 
multiple sequence alignment method for the alignment of 
divergent protein sequences through sequence weighting, 
position specific gap penalty and weight matrix choice us-
ing CLUSTALW. Geoffrey J. Barton (1998) discussed the basic 
algorithms for alignment of two or more protein sequences 
and described alternative methods for scoring substitutions 
and gaps for local and global alignment methods. Wang-
Sheng Juang eta l., (2008) presented a hybrid algorithm for 
multiple sequence alignment method and proposed an algo-
rithm named Modified Dynamic Programming and Particle 
Swarm Optimization (MDPPSO). 

In this paper, Multiple Sequence Alignment problem was 
incorporated effectively based on three well known tech-
niques. The objective of this paper was fulfilled in three 
aspects. Initially, a MSA is carried out using approximation 
algorithm known as Centre-Star (CS) method, where to find 
the sequence that is the most similar to all the rest using pair-
wise alignments. Consequently, the well known progressive 
approach using Feng-Doolittle algorithm is implemented for 
the sequences, which are aligned progressively based on 
guide tree. Finally, the paper discussed the particle’s position 
update based on iterative approach using Particle Swarm 

Optimization (PSO) algorithm. The theoretical and computa-
tional results were depicted in the respective sections.

2. Multiple Sequence Alignment
The MSA of DNA, RNA and protein sequences is one of the 
most common ad important tasks in bioinformatics. It is a 
process of aligning more than two sequences simultaneously, 
showing how the sequences are related to each other. MSA 
is also used for constructing evolutionary trees from DNA se-
quences and for analyzing the structures to help in designing 
new proteins. During recent decades, there has been increas-
ing interest in the biosciences for methods that can efficiently 
solve this problem for sequences such as biological macro-
molecules, DNA and proteins. Recently, several programs are 
used to make multip1e sequence alignment automatically. 
Dynamic Prograrnming approach (DP), progressive method 
and statistical approach are commonly used in multiple se-
quence alignments. It is well known that the MSA problem 
can be exactly solved by the DP algorithm (Needleman and 
Wunsch; 1970), which converts the original problem to a 
problem of searching for the shortest path. But the drawback 
of the method is the excessive need for an increase in com-
putation time and memory consumption in proportion to the 
increase in the number of sequences. This is where heuristic 
algorithms may take place in order to efficiently solve the 
sequence alignment problem.

There are several MSA algorithms reported in the literature 
(Chen, et al., 1992, McClure, et al., 1994, Thompson, et al., 
1999). A great majority of MSA algorithms such as progres-
sive, extension of DP, iterative and stochastic approaches 
(Simulated Annealing(SA), Genetic Algorithms(GA), Evolu-
tionary Programming(EP)) are widely spread in bioinformatics 
research areas. Most of the approaches to MSA problem are 
based on the progressive approach proposed by Feng and 
Doolittle. This heuristic algorithm use pairwise alignments to 
construct a global alignment by aligning two more similar se-
quences, and then adding the other sequences one by one. 

2.1 Definition of an MSA
The MSA, in general defined as notationally,

Let us consider s sequences SiAi ...2,1, = over an alphabet
∑ . Then
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The MSA of A is obtained by inserting gaps (‘ – ‘) into origi-
nal sequences such that all resulting sequences *

iA have 
equal length { }SinMaxL i ...2,1| =≥ , one can get back the 
sequence Ai by removing all gaps from *

iA , and no column 
consists of gaps only, then

2.2. Representation of MSA

Assume that we want to align four sequences ),,( 4321 SandSSS
which are as follows:

S1 A G T T C A G

S2 A T G T C A G

S3 A G G T G C A G G

S4 A T G C C A T

Figure 1: An illustration of multiple sequences (DNA)

For the above multiple sequences, the alignments are made 
which includes insertion, deletion and gaps and that take into 
account the degree of variation in all sequences. Carrying out 
MSA mechanism is practically intractable as the number of 
sequences increases (which was discussed in Section 2). Now, 
the global alignment (methods aligning sequences over their 
entire length) of the considered sequences are,

- - A T G T C A G
- - A T G C C A T
- A G T T C A G -
A G G T G C A G G

Figure 2: Global alignment of sequences

2.3. Sum-of-Pairs (SP) Scores
The standard method for scoring alignments is not Hidden 
Markov Model (HMM) formulations, but is similar in that it 
does not use a phylogenetic tree and it assures statistical in-
dependence for the columns. Consider two sequences *

pA  
and *

qA  in the alignment. For two aligned symbols u and v, 
then we define,

It is to be noted that (u = - and v = -) can occur simultane-
ously in a multiple alignment. For pairwise alignment of se-
quences pA  and qA  imposed by a multiple alignment *A  of 
r sequences, then denote the score of this induced pairwise 
alignment as,

In general, the sum-of-pairs (SP) scores of an alignment is 
defined by,

∑
≤≤≤

=
rqp

qpr AASAAS
1

****
1 )5(.....),().....(

3. Approximation Approach 
Among the various methods like global optimization, ap-
proximation, heuristic and probabilistic methods for solving 
the MSA problem, the approximation technique is known for 
its simplicity and straightforward. In this section, how the ap-
proximation algorithm was implemented using Centre Star 
(CS) method will be discussed as follows. 

The primal idea of star alignment method is to find the se-

quence that is the most similar to all the rest using pairwise 
alignment and use it as the ‘centre of a star’ when aligning 
all other sequences. The CS method works in two steps: (i) 
Identify the centre string Sc of S and (ii) Uses the alignments 
of Sc with each Si to create a multiple alignment. The Centre 
Star algorithm includes the following steps:

(i) To find .,),( jissD ji ∀

(ii) To find the centre sequence Sc which minimizes ∑
=

k

i
ic SSD

1
),(

(iii) For every { }ci SSS −∈ , choose an optimal alignment be-
tween Sc and Si.

(iv) Introduce spaces into Sc so that the multiple alignment M 
satisfies the alignments found in step3.

It is noted that for consistency, once a gap is added, it is 
never removed and the running time is dominated by com-
puting the pairwise alignments. If k sequences are length n, 
then compute 2

)1( −kk  pairwise alignments and each alignment 
consumes time n2. Thus, the running time for computing all 
pairwise alignments is )( 22nkO . Also, it is noted that the Star 
Alignment does not optimize the Sum of Pairs Scores crite-
rion and therefore, the method is not much of use in prac-
tical sense. The similar method that is very widely used is 
the progressive alignment method of the Clustal W package. 
However, it compares pairwise alignments and then adds in-
dividual sequences based on a given order of similarity. In 
the next section, the description of this method is presented.

4. Progressive Approach 
Multiple alignments act as a key factor for the prediction of 
protein secondary structure, residue accessibility, function 
and the identification of residues important for specificity. 
It also provides the basis for the most sensitive sequence 
searching algorithms (Barton, G.J and Sternberg, M.J.E, 
1990; Gribskov, M. et al., 1987). From theoretical point of 
view, it is well-known that MSA problem can be exactly 
solved by the dynamic programming algorithm (Needleman 
and Wunsch, 1970; Smith and Waterman, 1981) for local and 
global alignments which ensures an optimal alignment of 
the sequences. In practice, this technique leads a trivial task 
for aligning more than three or four sequences because the 
computational cost increases exponentially with the number 
of dimensions. 

Therefore, most of the approaches to MSA problem are 
based on the progressive approach proposed by Feng and 
Doolittle (1987). The basic idea behind the method is that 
it does not compare all of the sequences together, rather 
use pairwise alignments to constructs a global alignment by 
aligning the two more similar sequences, and then adding 
the other sequences one by one. The most popular program 
used for MSA is ClustalW, the computational procedure is 
described in the form of flowchart, shown in Figure 2.

Figure 3: The Basic Progressive Alignment Procedure
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5. Iterative Approach
In this section, an algorithmic approach based on iterative 
technique for MSA is discussed. In computational intelli-
gence, some algorithms based on the social behavior of ani-
mals, such as ants, bees, birds and human beings have been 
developed [9]. Among them, one of the well-known algo-
rithms is called Particle Swarm Optimization (PSO). The theo-
ry was first proposed by James Kennedy and Russel Eberhart 
[5] in 1995 and is motivated as a model of the social behavior 
of organisms such as bird flocking and fish schooling. Based 
on such an idea, many researchers modified and applied the 
theory to widespread areas (Abido, 2002, Kumar, et al., 2004, 
Robinson and Rahmat-Samii, 2004, Shi and Eberhart, 1998, 
Van der Merwe and Engelbrecht, 2003). PSO is a population 
based heuristic search technique in which each particle rep-
resents a potential solution within the search space and will 
be characterized by its position, its velocity and a record of its 
past performance. The PSO algorithm consists of three steps, 
which are repeated until the termination criterion is met.

1. Evaluate the fitness of each particle
2. Update individual and global best fitness and positions
3. Update velocity and position of each particle.
A general representation of the basic PSO algorithm pro-

posed (Kennedy and Eberhart, 1995) is described as 
below,

xk
i - particle position

vk
i – particle velocity

pk
i – best remembered individual particle position

pk
g – best remembered swarm position

c1c2 – cognitive and social parameters

r1r2 – random numbers between 0 and 1

The position of individual particles updated as follows,

)6(....11
i

k
i

k
i

k vxx ++ +=

with the velocity calculated as,

)7(....)()( 22111
i

k
g

kk
i

k
i

k
i

k xprcixprcvv −+−+=+

To implement PSO for MSA [11], each particle in the problem 
space represents a string of gap positions X = x1

1x2
1…xn1

1, 
x1

2x2
2…xn2

2…x1
mx2

m…xnm
m, where xj

i for 1≤ j≤ ni and 1≤ i≤ m is 
the location of a gap existing in sequence i. Here, m is the 
number of sequences and ni is the number of gaps for se-
quence i. And ni is obtained as L – li, where li is the length of 
the ith original sequence and L is the length of the sequences 
used in the algorithm. Finally, the PSO algorithm maintains 
the best fitness value achieved among all particles in the 
swarm, called the global best fitness, and the candidate solu-
tion that achieved this fitness, called the global best position 
or global best candidate solution.

6. Empirical Illustration
In this section, an algorithmic approach to MSA is carried 
out using the combination of approximation, heuristic and 
optimization methods. Initially, the centre star method of 
approximation algorithm is carried out for the multiple se-
quences to find the sequence that is the most similar to the 
rest. Consequently, the heuristic algorithm based on the pro-
gressive approach (proposed by Feng and Doolittle, 1987) is 
performed for aligning the same set of sequences and sum-
of-pairs scores were computed. Finally, the PSO technique 
will be discussed to improve the alignment of sequences 
based on the modified particles swarm optimizer (proposed 
by Kennedy and Eberhart, 1995). 

To illustrate the way of employing approximation algorithm 
to MSA, the set of sequences depicted in Figure 1 is con-
sidered again. Initially, the pairwise alignments scores for all 

pairs is computed using the simple scoring scheme (match = 
1, mismatch = -1 and gaps = -2), which is shown in Table 3. 
Here, S1 is the sequence most similar to the rest, and below 
are the best alignments between S1 and the rest of the se-
quences. Having identified the centre string Sc of S, the align-
ments of Sc with each Si is created for multiple alignments. 
The result is shown in Figure 4. Based on the algorithm steps 
depicted in section 3, the rest of the computational results 
are obtained and shown in Figures 5-7.

  

Figure 4: S1 is the centre of 

S1 S2 S3 S4

S1 0 3 -1 -1

S2 0 -5 3

S3 0 -5

S4 0

Figure 5: Shows the pairwise alignment scores

Sequences to find Sc such that between every pair of se-
quences

 ∑
≠ci

ci ss ),( is maximized.

S1
S2

 A G T T C A G
 A T G T C A G

S1
S2
S3

- A G T T C A G -
A G G T G C A G G 
-  A T G T C A G - 

S1 - - A T G T C A G
S2 - - A T G C C A T
S3 - A G T T C A G -
S4  A G G T G C A G G
Figure 6: Pairwise alignments with the Figure 7: Shows 
the Multiple alignments of all

Centre sequence S1, by adding sequences which is consist-
ent with S2 and S3 all pairwise alignments

Based on ClustalW (the most popular tool used for MSA), 
the following results are obtained using the same set of se-
quences followed by the algorithm procedure presented in 
section 4. Firstly, the pairwise similarity scores are construct-
ed and based on the scores, the guide tree was obtained 
from the distance matrix by NJ method [3]. Then sequences 
are aligned progressively until all the sequences are aligned 
according to the guide tree constructed. The results based 
on ClustalW are shown below
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 Sequences Alignment score

1 2 57.142

1 3 71.428

1 4 28.571

2 3 42.857

2 4 71.428

3 4 42.857
Figure 8: Pairwise distance scores of sequences Figure 9: 
Guide tree based on NJ method 

Figure 10: Results of multiple sequence alignments using 
ClustalW. 
Single asterisks * indicates the highlight sequence similarities 
among the residues.

Finally, the paper proposed to use pairwise centre-star align-
ments and to incorporate PSO into the algorithm. Using the 
centre star method of multiple alignments of all sequences 
(shown in Figure 7), it is found that the length of the se-
quence L is 9. According to Figure 7, sequences S1and S2 
have 2 gaps in each positions 1 and 2; S3 have 2 gaps in 
positions 1 and 9 and whereas S4 possess no gaps in any 
positions. According to this gap position information, a par-
ticle can be coded into an integer number vector [1, 2, 1, 2, 
1, 9, 0]. Here, the length of sequence is 9 and each one of 
the other N-1 particles will be formed like [a1, a2, b1, b2, c1, c2, 
d] are randomly generated within the integer range [1, 9]. It 
is noted that the particle positions thereby can be updated 
by Eqn.1. According to Figure 7, after four sequences are all 
included, then we have xid(0), L, l1, l2, l3, n1, n2, n3 as [1, 2, 1, 
2, 1, 9, 0], 9, 7,7,7,9,2,2,2,0. In a similar way, each particle’s 
position is updated by applying the new velocity to the par-
ticle’s previous position based on Eqn.1. After the update of 
particles, the sum-of-pairs scores (shown in section 2.3) of the 
final global sequence alignment is computed as 40.

Results and Discussions
In this section, the results obtained in the previous illustration 
were discussed. The primitive objective of the paper was ful-
filled in three aspects. The description is as follows.

(i) One of the well-known approximation algorithms using 
Centre-Star method is applied to the multiple sequenc-
es. Based on the computational steps discussed in sec-
tion 3, it is found that sequence S1 is similar to the rest of 
the other three sequences and hence it is considered as 
‘centre of a star’ (shown in Figure 4). After computing the 
pairwise similarity scores using the scoring scheme strat-
egy, alignments are made. Initially, S1 and S2 are aligned, 
then S3 is added using its alignment to S1 as (S1, S2, S3). 
Then, the final sequence S4 is added using its alignment 
to S1 as (S1, S2, S3, S4). Hence, the multiple alignments 
of all sequences obtained is shown in Figure 7.

(ii) Most packages use heuristics to compute multiple se-
quence alignments. One of the commonly used progres-
sive approach by Feng-Doolittle algorithm is applied 
to multiple sequences. For computational purpose, 
ClustalW is used to align sequences progressively using 
three steps described in section 4. After computing the 
half distance matrix of n(n-1) distances, a guide tree is 
constructed. From Figures 8 and 9, it is found that se-
quences S1;S3 and S2;S4 possess high similarity score 
as 71.42% when compared to other pairs of sequences. 
According to the branch order in the guide tree, the se-
quences are aligned progressively until all sequences are 
aligned, which is shown in Figure 10 (Results obtained 
from ClustalW).

(iii) The final goal is employed with the implementation of 
pairwise centre star alignment method and to incorpo-
rate particle’s positions updation using PSO algorithm. In 
the basic particle swarm optimization algorithm, particle 
swarm consists of “n” particles, and the position of each 
particle stands for the potential solution in D-dimen-
sional space. For this illustration, the PSO technique is 
adopted after the multiple alignments of all sequences 
using centre star method (shown in Figure 7), it is found 
that sequence S4 have no gaps whereas S1, S2, S3 pos-
sess two gaps each in different positions. After the par-
ticles position is updated by applying the new velocity 
to the particle’s previous position based on Eqn.1, the 
sum-of-pairs scores of the final global sequence align-
ment is computed.

Conclusions
In this paper, three techniques such as approximation, heuris-
tic and optimization were incorporated to address the MSA 
problem. The theoretical discussions and computational re-
sults obtained using the above techniques were presented in 
their respective sections. When approximation approach us-
ing centre star alignment algorithm is compared to heuristic 
approach using Feng-Doolittle algorithm, it is evident that 
the two methods were similar. Using centre-star method, the 
running time for all pairwise alignments is O(k2n2) and it does 
not optimize sum-of-pairs scores criterion. Thus, the method 
is practically not used much. ClustalW uses the same basic 
method as the Star Alignment. However, it compares pair-
wise alignments and then adds individual sequences based 
on a given order of similarity. 

When focusing about PSO, it is a heuristic global optimiza-
tion method and also an optimization algorithm, which is 
based on swarm intelligence. The search can be carried out 
by the speed of the particle. During the development of sev-
eral generations, only the most optimist particle can transmit 
information onto the other particles, and the speed of the 
researching is very fast. It is concluded that, when compared 
with the other standard dynamic programming methods to 
MSA, the progressive/ hierarchical approach and iterative ap-
proach have a greater advantage because of its simplicity, 
speed and flexibility.
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