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ABSTRACT Ontological optimization is very much important while developing ontologies. There are various mathemati-
cal models available for optimization. One such model is a probabilistic hybrid model , which integrates 

the mutual similarity measures of the local instance repository and the world wide web. A framework is proposed and the 
models are evaluated against time based and precision based metrics. The results prove that the hybrid model behaves 
peculiar and yields fruitful results. 

INTRODUCTION 
Currently the research methods are widely keyword based. 
Sometimes query documents can be used for searching the 
relevant ones. However, the query document based search is 
more complicated and time consuming one. The document 
search and retrieval techniques use vector space models, 
latent semantic indexing or probability models. In the vec-
tor space model, term frequency (tf) and inverse document 
frequency (idf),  is used for weighing terms, where tf refers 
term frequency and idf refers inverse document frequency. 
Latent Semantic Indexing is used for encoding the docu-
ment semantics. Usually incident matrix of the documents 
and their terms are mapped into a latent representation. 
Then emerged the PLSI (Probabilistic Latent Semantic Index-
ing) approach, which implies the probabilistic models on the 
document vector. Afterwards, language based models were 
used for document clustering and search. Relying only on the 
term frequency of the document alone  is unworthy, since it 
is lengthy and wont yield optimized results. In the proposed 
technique, a combination of vector space approach and 
probabilistic approach has been applied. 

RELATED WORK
• Jung et al(2010), suggested the matching of concepts 

between two different ontology using WordNet. Differ-
ent types of matching techniques have been applied 
here. They are Concept matching property matching, 
Logical Inference matching etc. These techniques have 
to be first implemented in a single ontology, then can be 
done between two different ontologies.

• X.Tao et al(2011) created a model which uses a World 
Knowledge Base (WKB) and user local repositories in or-
der to capture user history and information needs of the 
user. This model is a contribution to the web information 
gathering system. 

• Janez et al(2005) prepared a survey report  on ontology 
evaluation techniques. In this work, a level wise evalua-
tion has been done based on the ontologies. There is 
a variety of ontological evaluation levels like data level, 
taxonomy level, context level and syntactic level are 
done in this paper.

• Peter D. Karp et al,(1999),  suggested XOL ,a XML-based 
ontology exchange language, which is best suited for 
sharing ontologies in a distributed system. The XOL 
can also be used for translating the SQL query of a rela-
tional database into XQuery of XML database.  
 

• Vigneshwari and Aramudhan(2013),  proposed a tech-

nique to extract the interesting measures using ontology 
mining. Here the balanced mutual information is used, to 
find out the similarity between two concepts in the same 
ontology. 

•  Yanhui and Chong (2010) proposed a mechanism to 
integrate ontologies in a multi ontology database. A 
framework for ontology integration, which combines 
both ontology similarity measures and ontology integra-
tion algorithms, was suggested. Then the integrated on-
tology was evaluated and checked for consistency.

• Ankayarkanni and Leni(2013), used an optimized BPN 
classification algorithm for classified satellite images. The 
same hybrid learning approach can also be applied for 
classifying the text. 

• Mary Posonia and Jyothi(2013), proposed a semantic ap-
proach to group the XML documents without nested and 
repeated elements with respect to a fixed threshold. 

MATERIALS AND METHODS
Local ontology (LO): The automated ontology called local 
ontology, which is generated from the used developed que-
ries. Sometimes, this ontology may also be called as User 
Profiling Ontology, since it majorly concerns with the con-
cepts, searched by the users. Local ontology is generated 
from the queries collected in the local database. 

Tf-idf(term, document, Document sets)=    tf(term, 
document)*idf(term, document)               (1)

Here tf refers to the term frequency, which is the number of 
times a term appears in a document. idf refers to the inverse 
document frequency, which means the number of documents 
that contain the particular term. 

Global ontology (GO): The automated ontology construct-
ed based on the documents available from the web. Global 
ontology is generated from the data available in the web. 

Hybrid Ontology: The hybrid ontology is concerned with the 
mutual information between the concepts in the local and 
the global ontology. The hybrid ontology comprises the data 
from both the LO and GO. 

Fig 1 represents the generation of hybrid ontology. Here 
the query document is mapped onto the local reposi-
tory. If the match is not found then it is verified from the 
global repository and updated in the local repository. 
The corresponding ontologies, which are automatically 
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generated, are local ontology and global ontology. The 
optimized ontology, which emerges from the local and 
global ontology, is the hybrid ontology and it is devel-
oped based on the mutual information among the docu-
ments. 

CALCULATION OF MUTUALLY SIMILAR INDICES

MiGO(Ci,Cj)=log                       (2)

In equation(2) , MiGO refers global mutual information index 
of global ontology. Ci ,Cj refers to two different  concepts in 
the global ontology.

MiLO(Ci,Cj)=log                      (3)

In equation (3), MiLO refers global mutual information index of 
global ontology. Ci ,Cj refers to two different  concepts in the 
local ontology.

Mihybrid(Ci,Cj)=log                 (4)

In equation (4) ,Mihybrid  refers hybrid mutual information. Ci (LO), 
refers to ith concept in the local ontology and Ci (GO), refers to 
ith concept in the global ontology.

P(Ci) =                                       (5),  

where  is the weight of the concept Ci in a particular docu-
ment Di  , which is calculated based on the tf-idf values.  , 
refers to the weight of the concept Ci in all the documents 
which are involved. 

ALGORITHM FOR SIMILARITY SEARCH
Let K be the concept to be searched, LO be the Local on-
tology, GO be the global ontology and MI be the mutual 
information index. 

Searching the repositories
IF K appears in LO 

Then return

Else if K appears in GO

Then 

Update K in LO also

Return.

End if

Generate the search time in milliseconds

Generate the memory usage in bytes. 

Searching the Hybrid ontology

Generate the Hybrid ontology based on MI index

Mihybrid(Ci,Cj)=log   

Generate the search time in milliseconds

Generate the memory usage in Kilobytes. 

EXPERIMENTAL SETUP
On comparing the search time between the individual on-
tologies and the hybrid ontology, the search time is very 
less in the hybrid ontology when compared to the other 
case. 

TABLE – 1
EVALUATION OF SEARCH TIME, MEMORY USAGE AND 
PRECISON OF LOCAL, GLOBAL AND HYBRID ONTOLO-
GIES

LO GO Hybrid

Search 
Time(ms) .5 .8 .4

Memory Us-
age (Kilo-
bytes)

1.8 2.2 1.9

Precision 
rate(100 docs) .58 .43 .62

Precision=  (6)
Equation 6 gives the formula to calculate the 
precision rate, and this will be helpful for evalu-
ating  the search. 

CONCLUSION
Hybrid ontologies reduce the search time and also optimize 
the search memory usage. The precision rate of the opti-
mized hybrid ontology is also good. Utilizing both the Vector 
Space mechanism and the probabilistic approach, the hybrid 
mechanism works better in a cross ontology. On the same 
hybrid ontology after establishing the relationships among 
the concepts,  query reformation techniques can be applied 
for efficient information retrival, which is considered to be the 
future part of this work. 
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