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ABSTRACT Super-resolution (SR) is the process of combining a sequence of low resolution images in- order to produce 
a higher resolution images. The goal of super resolution, as its name suggests, is to increase the resolution 

of an image. Resolution is a measure of frequency content in an image: high-resolution (HR) images are band limited to a 
larger frequency range than low-resolution (LR) images. There are many algorithms and methods were developed to pro-
duce a super resolution imaging. In this technical paper provide a basis approach of super resolution, various methods for 
image reconstruction based on frequency and spatial domain. Finally, the comparison of frequency and spatial methods, 
based on various aspects such as degradation model, motion model and noise model etc.,

1. Introduction
Super resolution refers to produce high quality (high reso-
lution) images from a set of low quality images (low resolu-
tion images). Naturally there is always a demand for better 
quality images. However, the hardware for HR images is 
expensive and can be hard to obtain. The resolution of 
digital photographs is limited by the optics of the imaging 
device. In conventional cameras, the resolution depends 
on CCD sensor density, which may not be sufficiently high. 
As the image-capturing environment is not ideal, many dis-
tortions are also present in the low-resolution images [11]. 
They may have blurred, noisy, aliased low resolution cap-
tures of the scene.  Therefore, a new approach is required 
to increase the resolution of the image. It is possible to 
obtain an HR image from multiple low-resolution (LR) im-
ages by using the signal processing technique called super 
resolution. Naturally, researchers cascade classifiers with 
SR modules are to improve the recognition rate of the 
classifiers on LR face images. However, the primary task 
of most SR algorithms is not to improve recognition per-
formance significantly but to enhance the visual quality of 
images [35].

2. Basics of Super Resolution
There are several super resolution reconstruction meth-
ods are used to improve resolution of a images, Tsai and 
Huang were the first to consider the problem of obtain-
ing a high-quality image from several lower quality and 
translation ally displaced images in 1984 [6].Their data 
set consisted of terrestrial photographs taken by Landsat 
satellites. Super resolution is a process of increase the 
quality of image. Now a day’s Image restoration plays a 
major role. It is a well defined process of visually increase 
the quality of image and focus on clipping of unwanted 
effects which accomplished during the image capturing. 
For instance, de-blurring, de-noising methods are used 
to cancel or minimize those effects. Neither of these 
methods is able to increase the spatial resolution of the 
images [34, 10]. Nevertheless, without image restoration 
and interpolation one cannot understand the concept of 
super resolution.

Generally all super resolution has the following basis steps in 
Figure 1. based upon the scheme of research and include are 
exclude some of these steps [4]:

Figure 1. Basic Scheme of Super Resolution

Motion estimation is essential to enable motion compensat-
ed filtering. It determines the relative shift between LR im-
ages and registers the pixels from all available LR images into 
common reference grid.

Motion compensation and wrapping of the input LR images 
into reference grid. Note: the pixels of the LR images are 
usually non-uniformly distributed with respect to the refer-
ence grid.

Restoration of the LR images in order to reduce the artifacts 
due to blurring and sensor noise. The filtering is necessary to 
improve image quality.

Interpolation of the LR images with a predetermined zoom 
factor to obtain the desired HR image.

Fusion of the pixel values from the LR images. This operation 
is at the heart of all super resolution algorithms. 
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Super resolution found in many applications areas, some of 
the first formulation areas are [3] Satellite imaging, Astro-
nomical imaging, Video enhancement and restoration, Video 
standards conversion, Confocal Microscopy, Digital mosaic-
ing, Aperture displacement cameras, Medical computed 
tomo graphic imaging, Diffraction tomography, Video freeze 
frame and hard copy and Restoration of MPEG-coded video 
streams etc.,

3. Approaches to Super Resolution
Super-resolution techniques can be classified into two cat-
egories [1, 2] they are Reconstruction based and recognition-
based techniques.

Reconstruction based: Most super-resolution techniques 
are reconstruction-based [6]. These methods operate directly 
with the image pixel intensities and can super-resolve any 
image sequence provided the motion between observations 
can be modelled. Their useful magnification factors are usu-
ally low however, in that the super-resolved image becomes 
too smooth or blurred [9]. 

This reconstruction-based SRR algorithm doesn’t require im-
ages for training therefore this algorithm doesn’t depend on 
observed images but Reconstruction-based approach inher-
its limitations when magnification factor increases.

Recognition-based: This method approaches the problem 
differently by learning features of the low-resolution input im-
ages and synthesizing the corresponding high resolution out-
put [5, 9]. Training is performed by looking at high-resolution 
and down sampled versions of sample image patches. The 
reconstruction process involves looking at a patch of pixels 
in the low-resolution input and finding the closest matching 
low-resolution patch in the training set, then replacing that 
patch with the corresponding high-resolution patch. This 
recognition-based SRR algorithm require images for training 
therefore this algorithm depend on observed images but this 
algorithm have high performance when magnification factor 
increases[7,8].

4. Super-Resolution Reconstruction (SRR)  Techniques :
SRR techniques may be divided into two main classes: fre-
quency domain and spatial domain. All frequency domain 
methods are, to a greater or lesser extent, unable to accom-
modate general scene observation models including spatial-
ly varying degradations, non-global relative camera/scene 
motion, general a-priori constraints or general noise models 
[13]. Spatial domain formulations can accommodate all these 
and provide enormous flexibility in the range of degradations 
and observation models which may be represented and are 
thus the methods of choice. 

4.1 Frequency domain  methods:
The first frequency-domain SR method can be credited to 
Tsai and Huang [6], they considered the SR computation for 
the noise-free and low-resolution images. They proposed to 
the first transform of low-resolution image data into the Dis-
crete Fourier transform (DFT) domain and combined them 
according to the relationship between the aliased DFT co-
efficients of the observed low-resolution images. The com-
bined data are then transformed back to the spatial domain 
where the new image could have a higher resolution than 
that of the input images. In [12] they exploited the Discrete 
Cosine Transform (DCT) to perform fast image deconvolution 
for SR image computation. In following section gives some 
information about various methods under frequency domain 
approach. 

4.1.1. Reconstruction via Alias Removal
The earliest formulation and proposed solution to the multi-
frame super-resolution problem was undertaken by Tsai and 
Huang [6] in 1984, motivated by the need for improved reso-
lution images from Landsat image data. Landsat acquires im-
ages of the same areas of the earth in the course of its orbits, 

thus producing a sequence of similar, but not identical im-
ages. Observed images are modeled as under-sampled ver-
sions of an unchanging scene undergoing global translational 
motion. Impulse sampling is assumed, but the sampling rate 
fails to meet the Nyquist criterion [16]. Neither the effects 
of blurring due to satellite motion during image acquisition 
nor observation noise are considered. The frequency domain 
formulation based on the shift and aliasing properties [17] of 
the continuous and discrete Fourier transforms for the recon-
struction of a band-limited image from a set under-sampled, 
and therefore aliased, observation images. The shift and 
aliasing properties are used to formulate a system of equa-
tions which relate the aliased discrete Fourier transform (DFT) 
coefficients of the observed images to samples of the contin-
uous Fourier transform (CFT) of the unknown original scene. 
Though this method is computationally attractive, have its 
own drawbacks and unrealistic assumption of ideal sampling. 
The possibility of an optical system Point Spread Function 
(PSF), or even that of spatially integrating sensors is not ad-
dressed. Observation noise, finite aperture time is not con-
sidered. Due to which we may get noise and blurred images.

4.1.2. Recursive Least Squares Techniques
An approach based on a least squares is implemented in a 
recursive fashion to improve computational efficiency. In [18] 
they utilize the frequency domain theoretical framework as 
well as the global translation observation model proposed 
[6], however extend the formulation to consider observa-
tion noise as well as the effects of spatial blurring. An excel-
lent review of the frequency domain reconstruction method 
[6] precedes the authors’ primary contribution - a recursive 
least-squares, and a weighted recursive least squares solu-
tion method. Recursive solution approach is computationally 
attractive, while the least squares formulation provides the 
advantage of a measure of robustness in the case of an under 
or over determined system. Though this method addresses 
the problem of noise and blurring, there are several criticisms 
which can be leveled at the approach taken. Firstly, the stabi-
lizing function (squared error) is unrealistic for images, tend-
ing to result in overly smoothed solutions. Secondly the use 
of an estimate of the unknown solution leaves unanswered 
questions as to the stability of the proposed recursive solu-
tion method.

4.1.3.Recursive Total Least Squares Methods:
A extensions of the recursive least squares work is that of 
recursive total least squares which is known to provide some 
degree of robustness to errors in the observation model, 
which are likely, in the case of super-resolution reconstruc-
tion, to result from errors in motion estimation[29]. Total least 
squares theory is well developed, Bose, Kim and Valenzuela 
[20, 21] extend the ideas to include a degree of robustness 
to errors which result from errors in the translational motion 
estimates required in the specification. Since it is well under-
stood that motion estimates need be as accurate as possible 
to SR reconstruction, the justification for the TLS approach 
is clear. Though attention is directed to the problem of un-
certainties in the global translation parameter estimates, this 
method does not address more fundamental issues such as 
the inherent limitations of the underlying frequency domain 
approach which cannot incorporate general scene or camera 
motion models. 

4.1.4. Multichannel Sampling Theorem Based Techniques:
Although the implementation of this reconstruction method 
is achieved in the spatial domain, the technique is funda-
mentally a frequency domain technique relying on the shift 
property of the Fourier transform to model the translation of 
the source imagery. Ur and Gross consider the linear degra-
dation channels to include the effects of a blur PSF as well 
as global translation which may be modelled as a delay [40]. 
Observing that the operations of blurring and translation are 
commutative and assuming a single blur common to all the 
channels, it is show that the super-resolution problem may be 
separated into two distinct processes: “merging” the under-
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sampled signals into a single-band-limited function, followed 
by deblurring of the merged signal. Since the deblurring op-
eration is independent of the merging process, it is possible 
to derive a closed form solution for computing the merged 
signal from the degraded and under sampled channel out-
puts. As mentioned in above, the Ur and Gross approach is 
a spatial domain analog of the Tsai-Huang frequency domain 
formulation, the only significant difference being the inclu-
sion of a single PSF common to all the observations. Obser-
vation noise and motion blur is not considered. No attention 
is directed to the motion estimation problem. Since the Ur 
and Gross proposal is effectively a spatial domain implemen-
tation equivalent to the frequency domain methods, it suffers 
from the same limitations in range of feasible motion models. 

Drawback of frequency domain
Despite their simplicity and ease of implementation, frequen-
cy-domain models have significant drawbacks. They can only 
accommodate a global translational model, due to the need 
for an equivalent transformation in the Fourier domain. For 
the same reason, the noise and degradation models can only 
be shift-invariant. Finally, since superresolution is inherently 
ill-posed, regularization is almost always required. The incor-
poration of a priori knowledge or constraints is often difficult 
or inconvenient in the frequency domain. Spatial domain 
methods, discussed next section. 

4.2. Spatial Domain Methods
Most of the research done on super resolution today is done 
on spatial domain methods. Their advantages include a great 
flexibility in the choice of motion model, motion blur and op-
tical blur, and the sampling process. Another important factor 
is that the constraints are much easier to formulate. Spatial 
domain reconstruction allows natural inclusion of (possibly 
nonlinear) spatial domain a-priori constraints (e.g. Markov  
random fields or convex sets) which result in bandwidth ex-
trapolation in reconstruction.

4.2.1. Interpolation of Non-Uniformly Spaced Samples
In  this approach the low-resolution observation image se-
quence are registered. As the relative shifts between the LR 
images are arbitrary, it is natural that the interpolation is non-
uniform. This is the most intuitive method of SR. The first step 
is to estimate the shift. It is followed by a non-uniform inter-
polation to produce a HR image. The last step is a deblurring 
process .Though this approach may initially appear attrac-
tive, it is, however, overly simplistic as it does not take into 
consideration the fact that samples of the low resolution im-
ages do not result from ideal sampling but are, in fact, spatial 
averages. The result is that the reconstructed image does not 
contain the full range of frequency content that can be recon-
structed given the available low-resolution observation data. 
Keren, Peleg and Brada describe a spatial domain approach 
to image registration using a global translation and rotation 
model, as well as a two stage approach to super-resolution 
reconstruction [23, 24]. Comparing to other techniques, this 
method is cheaper in computational costs. However, since 
the errors at the interpolation process is not accounted for 
during the de-convolution, it does not guarantee an optimal 
solution. Furthermore, this approach applies only to the case 
when the blur and the noise effects are constant over the low-
er resolution images. Hence, the use of degradation models 
is limited in this approach. The advantage of this approach 
is that it has low computational load, which is thus quite suit-
able for real-time applications. However, the optimality of the 
entire reconstruction process is not guaranteed, since the in-
terpolation errors are not taken into an account.

4.2.2. Algebraic Filtered Backprojection
An early algebraic tomographic filtered back projection ap-
proach to super-resolution reconstruction is that of Frieden 
and Aumann, [19]. The authors do not consider the problem 
of super-resolution image reconstruction from an image se-
quence, but the related problem of super-resolution image 
reconstruction from multiple 1-D scans of a stationary scene 

by a linear imaging array. Noting that the PSF in the 1-D scan 
system represents a line integral and that of the multiple im-
age super-resolution problems represents an integral area, 
it is clear that the problems differ only in the form of the 
imaging system PSF. The linear imaging array detectors are 
assumed to be larger than the limiting resolution of the opti-
cal system. Frieden and Aumann make no allowances for the 
presence of observation noise. This has serious consequenc-
es since inverse filtering is well known to be highly noise sen-
sitive due to the increasing amplitude response of the inverse 
filter with increasing frequency.

4.2.3. Iterative Back-Projection Approach
Irani and Peleg [25] formulated the iterative back-projection 
(IBP) SR reconstruction approach is similar to the back projec-
tion used in tomography. In this approach, the HR image is 
estimated by back projecting the error (difference) between 
simulated LRimages via imaging blur and the observed LR 
images. This process is repeated iteratively to minimize the 
energy of the error. Mann and Picard [26] extended this ap-
proach by applying a perspective motion model in the image 
acquisition process. Later, Irani and Peleg [27] modified the 
IBP to consider a more general motion model. The advan-
tage of IBP is that it is understood intuitively and easily.  How-
ever, this method has no unique solution due to the ill-posed 
nature of the inverse problem, and it has some difficulty in 
choosing the back projection kernel error factor. In contrast 
to the POCS and regularized approach, it is difficult to apply 
a priori constraints. 

4.2.4. Stochastic or Probabilistic Methods
Since superresolution involves estimating data or parameters 
that are unknown, it is natural to model images as probability 
distribution. Schultz and Stevenson [28] describe discontinu-
ity-preserving prior image model that utilizes Huber Markov 
Randomelds within a Bayesian framework. Maximum A-Pos-
teriori (MAP) estimation is done by the gradient projection 
algorithm, and independent object motion (estimated by 
hierarchical blocks) is assumed. Hardie, Barnard, and Arm-
strong present a super-resolution procedure which is similar 
to that of Schultz and Stevenson make a significant contribu-
tion in estimate the HR image and the motion parameters 
simultaneously. 

A procedure is suggested where motion and the recon-
structed image are estimated alternately, which offers the 
advantage of not estimating motion directly from LR images. 
Tom and Katsaggelos , on the other hand, use the ML (as 
opposed to MAP) approach for a degradation model that in-
cludes blur and additive noise[15]. 

Registration and restoration is performed simultaneously by 
the expectation maximization. Simultaneous motion estima-
tion and restoration is also possible [14]. The rich area of sta-
tistical estimation theory is directly applicable to stochastic 
SR reconstruction methods.

4.2.5. Set Theoretic Methods
Set theoretic methods, especially the method of projec-
tion onto convex sets (POCS), are popular as they are sim-
ple, utilize the powerful spatial domain observation model, 
and allow convenient inclusion of a priori information. In set 
theoretic methods, the space of SR solution images is inter-
sected with a set of (typically convex) constraint sets repre-
senting desirable SR image characteristics such as positivity, 
bounded energy, fidelity to data, smoothness etc., to yield a 
reduced solution space. POCS refers to an iterative proce-
dure which, given any point in the space SR images, locates 
a point which satisfies all the convex constraint sets. 

An alternate set theoretic SR reconstruction method uses an 
ellipsoid to bound the constraint sets [21, 39]. The centroid 
of this ellipsoid is taken as the SR estimate. Since direct com-
putation of this point is infeasible, an iterative solution meth-
od is used. These methods have the disadvantages of non-
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uniqueness of solution, dependence of the solution on the 
initial guess, slow convergence and high computational cost. 
Though the bounding ellipsoid method ensures a unique so-
lution, this solution has no claim to optimality.

4.2.6. Optimal and Adaptive Filtering Methods
Several researchers have proposed inverse filtering ap-
proaches to super-resolution reconstruction. These tech-
niques are considered primarily for completeness, as several 
are sub-optimal in terms of inclusion of a-priori constraints. 
In [30]  a simple deconvolution restoration approach that as-
sumes sub-pixel translational motion. A deconvolution filter 
suitable for restoration of merged observation images is de-
termined. This approach is poorly suited to the incorpora-
tion of more general observation models and is limited in 
terms of inclusion of a-priori constraints. Techniques based 
on adaptive filtering, especially the Kalman filter, have also 
seen application in super-resolution reconstruction [32, 22]. 

In motion compensated model Kalman filter capable of su-
per-resolution reconstruction under spatially varying blurs is 
proposed[31]. Though their Kalman filtering formulation is 
computationally efficient, it is, in effect, still a linear minimum 
mean square error estimator. Nonlinear image modeling con-
straints which provide bandwidth extrapolation cannot be 
easily incorporated into this method.

5. Comparison of super-resolution:
Spatial domain overcomes many of the short comings of the 
frequency domain constraints [33, 36 37, 38]. A comparison 
of frequency and spatial  classification of super resolution re-
construction methods is listed in the tabular column (Table 1).

Table 1. Comparison for Frequency and Spatial Domain 
Methods

Frequency Domain Spatial Domain

Mode of Opera-
tion

Fourier transform of 
an image Directly on Pixels

Domain for 
Observation Frequency Domain Spatial Domain

Simplicity Theoretically simply, 
so Computationally 

Complex in theory, 
so Computationally

Degradation 
Model Limited Almost unlimited

Noise model Limited Very flexible

Motion model In flexibility Almost unlimited

Computation Flexible More complex

A priori info. Low flexibility More flexible

Mechanism for 
SR De-aliasing De-aliasing with 

priori info.

Performance Good for specific 
application Good

Applicability Limited Wide

Extensibility Poor Excellent

6. Conclusion:
In this technical paper provided an overview approaches and 
methods of super resolution image reconstructions (SRR). 
And compared two methods of Super resolution images are 
frequency domain and spatial domain constraints. Among 
the two methods, frequency domain method has a significant 
drawback, because they can accommodate only global trans-
lation mode and lack of priori information. For these reason 
most of the researches choose spatial domain approach for 
SRR even though it is more expensive and more complex 
than frequency domain. Hybrid MAP/POCS approaches for 
spatial domain provides more suitable solution, when com-
pare to other methods. Because, it combines the mathemati-
cal rigor and uniqueness of solution with a priori constraints. 
And also in restoration process it is capable to accommodate 
model based motion estimates.
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