Analyzing Long Range Dependence in Stock Markets of India

Prashant Joshi
Professor and Head, UKA Tarsadia University

ABSTRACT
Using daily stock return data of Nifty of National Stock Exchange and Sensex of Bombay Stock Exchange of India, we examine whether or not the stock market prices exhibit long range dependence. We employ modified R/S method of Lo(1991) and a variety of different time domain based as well as frequency domain based graphical and statistical methods described in Taqqua, Teverovksy and Willinger(1995, 1997) and Taqqu and Teverovsky(1997) for checking for long-run memory to the stock price series. We find empirical evidence of some- though rather weak (i.e. H values of around 0.57) long-range dependence in the stock price returns.

1. Introduction
Long-range dependence is prevalent in nature (Mandelbrot, 1982). It has remained a topic of interest and extensive research in finance and economic time series (Lo, 1991, Cutland, Kopp and Willinger, 1995). Long-range dependence indicates the presence of nonperiodic cyclical patterns. Standard methods of statistical inference are not applicable to time series exhibiting such dependence (Lo, 1991). The existence of long range dependence in financial time series is inconsistent with the efficient market hypothesis which has served the basis of modern finance theory and its applications.

Hurst (1951) first proposed rescaled range or R/S statistics (range over standard deviation) to examine long range dependence which was further refined by Mandelbrot (1972, 1975). But both the methods suffer a serious drawback that it does not differentiate short run and long run dependence in stock return. The R/S analysis turns out to be sensitive to short range dependence structure in data. It, therefore, has become less attractive to analyze dependence structure in data. The dependence structure of stock price returns has been at the centre of intense scrutiny for the last 30 years. Fama (1965, 1970) examined the dependence structure of asset return of thirty stocks of Dow Jones Industrial Average during 1957 to 1962 using simple significant tests for checking asset return with first few autocorrelation coefficient. He concluded that the successive returns follow random walk. Lo and MacKinlay (1988) investigated the random walk hypothesis after a careful analysis of market returns from a 25-year period during 1962-1987. They found substantial short-range dependence in the data and strongly rejected the hypothesis that asset returns are independent.

Lo (1991) came out with modified R/S statistics by replacing standard deviation of sample by square root of variance of partial sum. It also includes autocovariance of the partial sum. Lo claimed that the modified R/S statistics is robust with respect to short run dependence and it has reasonable power against certain long run dependence. Lo (1991) applied the modified R/S statistics to data sets of daily stock return indices from Centre for Research in Security Prices (CRSP). He found no evidence of long range dependence in the data. Teverovsky, Taqqu and Willinger (1997) identified numerous problems with Lo’s method and its use. They found that Lo method is biased towards accepting null hypothesis of no long-range dependence irrespective of its presence or absence in data. Willinger, Taqqu and Teverovsky (1999) revisited the question of whether or not CRSP daily stock return data during 1962 to 1987 exhibit long range dependence using empirical investigations reported in Teverovsky, Taqqu and Willinger (1997). Their study advised against the sole use of Lo method to test for long range dependence in data structure and advocated the use of a diversified portfolio of time domain-based and frequency domain-based graphical and statistical methods like graphical R/S method, the modified R/S statistics with corresponding V_q-vs-q-plots and FARIMA method to investigate long range dependence in data structure.

Our study tries to examine long-range dependence in stock market price data of National Stock Exchange and Bombay Stock Exchange of India using diverse portfolio of graphical and statistical methods discussed in Teverovsky, Taqqu and Willinger (1995, 1997) and Taqqu and Teverovsky (1997). The remaining part of the paper is organized as follows. In Section 2, we discuss methodology used in the study. Section 3 illustrates the results of our in-depth analysis of data set of two exchanges. In Section 4, we conclude.

2. Methodology
We offer discussions on Classical R/S analysis, Modified R/S statistics and FARIMA methods used in our analysis to test for long range dependence in our data set in the section.

2.1 Classical R/S Analysis
The classical R/S analysis developed by Mandelbrot and Wallis (1969) tries to analyze historical information fully. It subdivided a given sample of N observations into K blocks, each of size N/K. For each lag n, n≤N, estimates R(km,n)/S(km,n) of R/S statistics is defined by,

\[ R(k_m,n) = \frac{1}{[\log_2((2^{m}) - 1)]} \max(T_i - \bar{T} - \min(T_i - \bar{T}) \mid n \leq 2^{m} - 1] \]

\[ S(k_m,n) \]

The estimates are computed by starting at the points, \( k_m = \left( m - 1 \right) N/K + 1, m = 1, 2, \ldots, K \), and such that \( k_m + n \leq N \). Thus, for a given m, all data points before \( k_m = mN/K + 1 \) are ig-
nored. There are K different estimates of R(n)/S(n) for values of n smaller than N/K; for values of n approaching N, there are fewer values as few as 1 when n≥N-N/K. The R(k_m,n)/S(k_m,n) values corresponding to neighboring values of km and n are strongly interdependent; for a given n≥N/K, the various estimates of R(n)/S(n) involve overlapping observations and estimates when evaluated at different lags. Hurst (1951) found that the relation E[ζ_i] approaches to c/n^{H'} as n → ∞ with typical value of Hurst Parameter (H) in the interval (0.5,1) suggesting long range dependence and a finite positive constant that does not depend on H. If the observations X come from a short-range dependent model, then c/n= 0 as n → ∞ where c is independent of n, finite and positive. The discrepancy between these two relations is generally referred to as the Hurst Effect or the Hurst parameter. The classical R/S analysis tries to find out value of the Hurst parameter H from time series.

The graphical approach consists calculating the estimates of R(k_m,n)/S(k_m,n) for logarithmically spaced values of n, and plotting log(R(k_m,n)/S(k_m,n)) vs. log(n) for all starting points k_m. This results are known as pox plot of R/S.

2.2 Modified R/S Statistics
Lo (1991) modified the classical R/S by considering only the length of the series instead of multiple lags. He used weighted sum of autocovariances instead of sample standard deviation in the denominator of R/S. It is defined by

\[ S_q(N) = \frac{1}{N} \sum_{i=1}^{N} (X_i - \bar{X})^2 \]

\[ R_q(N) = \frac{1}{N} \sum_{i=1}^{N} (X_i - \bar{X})^2 \frac{1}{N} \sum_{j=1}^{N} (X_j - \bar{X})^2 \]

\[ \text{Equation 2} \]

It tests the following null and alternative hypothesis:

- H_0: (no long-range dependence, i.e., H=0.5)
- H_1: (there is long-range dependence, i.e. 0.5 < H < 1)

Here, \( \bar{X}_N \) denotes the sample mean of the time series, and the weights \( a_{ij}(q) \) are given by

\[ a_{ij}(q) = 1 - \frac{j}{q}, \quad q < N \]

Lo presented modified R/S statistics, \( V_q(N) \) as follows

\[ V_q(N) = R_q(N)/(S_q(N)^{1/2}) \]

\[ \text{Equation 3} \]

with R given in equation 1. Lo used \( S_q(N) \) in the denominator to compensate for the extra short-range dependencies that may be present in the data. If the time series contains both short and long range dependencies, the value of \( V_q(N) \) lie outside the confidence interval of [0.809, 1.862]. Lo method is used to detect long-range dependence in a given time series. The choice of q in Lo’s method is crucial since it influences the actual size of the test as well as its power.Teverovsky, Taqqu and Willinger (1997) show that for large q-values,

\[ V_q(N) \sim q^{1/2-H} \]

\[ \text{Equation 4} \]

It suggests, as q increases, the test statistic \( V_q \) decreases for H=1/2 and it will be within the confidence interval of [0.809, 1.862] for large enough q. The modified R/S Statistics with corresponding Vq-vs-q are plotted to examine dependence structure in the data. The very stable plot without any fluctuation suggests no long range dependence.

Teverovsky, Taqqu and Willinger (1997) performed detailed Monte Carlo simulation study. Using simulated purely long-range dependence time series also known as Fractional Gaussian Noise (FGN) with Hurst parameter (H), 0.5 < H < 1, purely short-range dependent sequences namely ARMA (p,q) process as well as combination of short-range and long-range dependent processes i.e fractional autoregressive-moving average stationary time series FARIMA (p,d,q) with d = H-1/2, 0<d<0.5, they found that the practical application of Lo’s modified R/S-statistics requires care and has a problem of strongly accepting the null of no long-range dependence and found a strong dependence between the outcome of test and the choice of lag q. They recommended to use a wide range of different q-values and associated V_q values to get reliable results. Following the advice of the Teverovsky, Taqqu and Willinger, we use FARIMA or ARFIMA to test for the long range dependence in the time series in addition to other graphical and statistical methods described above.

2.3 ARFIMA
Granger and Joyeux (1980) and Hosking (1981) introduced ARFIMA test long memory property in the asset returns. The purpose of this model to consider fractionally integrated process I(d) in the conditional mean. The ARFIMA (p,d,q) model can be expressed as follows:

\[ \psi(L)(1 - L)^d \epsilon_t = \theta(L) \epsilon_t \]

\[ \text{Equation 5} \]

\[ \Delta r_t = \alpha + \delta \Delta r_{t-1} + \sum_{j=1}^{q} \beta_j \Delta r_{t-j-1} + \epsilon_t \]

\[ \Delta r_t = r_t - r_{t-1}; \epsilon_t = \ln(R_t) \]

\[ \text{Equation 6} \]

Where \( \epsilon_t \) is independent and identically distributed with variance \( \sigma^2 \) and L denotes the lag operator and replacing with difference operator (1-L) of an ARIMA process with the fractional difference operator (1-L)^d , where d denotes the degree of fractional integration. The differing parameter d need not be an integer, but the integer value of d leads to a traditional ARMA models. If 0 < d < 0.5 , all autocorrelations are positive implying long memory while they are negative if 0.5 < d < 0. The negative values indicate that the process exhibits negative dependence between distant observations suggesting anti-persistence. The process is said to be stationary when d = 0. For d = 1, the process follows a unit root process. It is fractional autoregressive-moving average stationary time series FARIMA (p,d,q) with d = H-1/2, 0<d<0.5. If the value of H parameter is greater than 0.5, the series is said to have long range dependence.

The above model- ARFIMA is applied to stationary time series. Time series can be tested for stationarity using unit root test. A unit root test is a statistical test for the proposition that in an autoregressive statistical model of a time series, the autoregressive parameter is one. It is a test for detecting the presence of stationarity in the series. The early and pioneering work on testing for a unit root in time series was done by Dickey and Fuller (1979, 1981). If the variables in the regression model are not stationary, then it can be shown that the standard assumptions for asymptotic analysis will not be valid. In other words, the usual “t-ratios” will not follow a t-distribution, so we cannot validly
undertake hypothesis tests about the regression parameters.

Stationary time series is one whose mean, variance and covariance are unchanged by time shift. Nonstationary time series have time varying mean or variance or both. If a time series is nonstationary, we can study its behaviour only for a time period under consideration. It is not possible to generalize it to other time periods. It is, therefore, not useful for forecasting purpose.

The presence of unit root in a time series is tested with the help of Augmented Dickey-Fuller Test. It tests for a unit root in the univariate representation of time series. For a return series \( R_t \), the ADF test consists of a regression of the first difference of the series against the series lagged \( k \) times as follows:

\[
\Delta r_i = \alpha + \delta r_{i-1} + \sum_{j=1}^{p} \beta_j \Delta r_{i-j} + \varepsilon_i \quad \text{Equation 7}
\]

The null hypothesis is \( H_0: \delta = 0 \) and \( H_1: \delta < 1 \). The acceptance of null hypothesis implies nonstationary. We can transform the nonstationary time series to stationary time series either by differencing or by detrending. The transformation depends upon whether the series are difference stationary or trend stationary.

2.4 Period of study

We collected data on daily closing price Sensex of BSE and S&P CNX Nifty of NSE stock price indices from January 1, 2000 to March 15, 2014. The period is recent one and major changes took place during the period like internet trading, derivative trading, index based future and options, currency derivatives banning of carry forward facility etc. These changes might have influenced dependence structure of data and therefore it will be instructive to study it in this period.

3. Empirical Results

Before investigating the long range dependence in return, we check the series for a presence of unit root. Stationarity condition of the Sensex and Nifty daily return series were tested by Augmented Dickey-Fuller Test (ADF). The results of this test reported in the Table 1.

Table 1 ADF tests Results-Sensex and Nifty

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Test statistics</th>
<th>Mackinnon Asymptotic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presence of Unit root</td>
<td>Level</td>
<td>First Difference (Return Series)</td>
</tr>
<tr>
<td>Sensex</td>
<td>Nifty</td>
<td>Sensex</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.37</td>
<td>-0.42</td>
</tr>
<tr>
<td>Intercept and Trend</td>
<td>-2.74</td>
<td>-2.88</td>
</tr>
<tr>
<td>None</td>
<td>-1.19</td>
<td>-1.08</td>
</tr>
</tbody>
</table>

ADF statistics in level series shows presence of unit root in both the stock markets as their Mackinnon’s value do not exceed the critical value at 1% level. It suggests that both the returns series are nonstationary. It is, therefore, necessary to transform the series to make it stationary by taking its first difference.

ADF statistics reported in the Table 1 show that the null hypothesis of a unit root in case of both Sensex and Nifty is rejected. The absolute computed values for both the indices are higher than the MacKinnon critical value at 1% level. Thus, the results of both the indices show that the first difference series are stationary.

A plot of Nifty and Sensex time series are shown in Fig 1 and 2 respectively. The preliminary analysis of the graph suggests that the series is stationary and the returns fluctuate around mean value.

Figure 1 Traces of the Nifty daily data

Figure 2 Traces of the Sensex daily data

Figure 3 R/S Analysis of Nifty Return, \( H = 0.5654 \)

Figure 4 R/S Analysis of Sensex Return, \( H = 0.5653 \)

Figure 3 and 4 depict the poincare plot of R/S corresponding to Nifty and Sensex series and results in an estimate of Hurst parameter of about 0.5654 and 0.5653 respectively.
and different from zero. All values are statistically significant for blocks of size 20. All values are statistically significant for blocks of size 10 and 0.5473 and 0.5520 for blocks size of 20 for Nifty. H estimate for

when applying a variety of different methods for checking for long-run memory to both the series, the results consistently indicate the presence of some though rather weak long-range dependence since H-values come to around 0.57. This implies it is possible to predict future prices and gains could be obtained trading in these markets, contrary to what efficient market theory points out. We have not attempted to measure long range dependence structure in volatility. Future research can be undertaken to analyze long memory property in volatility using Fractionally Integrated ARCH and GARCH classes of models for risk analysis.

4. Conclusion
To summarize the results of our analysis of NSE and BSE data, we have obtained some though weak evidence of long range dependence in the data structure. Moreover, we estimated FARIMA (1, d, 1) model for Nifty and Sensex series. The resulting H estimates are 0.486 for both Nifty and Sensex, with AR and MA coefficients [-0.024, -0.33] for Nifty and [-0.157, -0.24] for Sensex and they are significantly different from zero. The values of H for both the stock indices indicate weak long range dependence. When we aggregate series over blocks of 10 and 20, respectively, and assuming now an underlying FGN model, we obtain H-estimate is about 0.5533 for blocks of size 10 and 0.5520 for blocks size of 20 for Nifty. H estimate for Sensex is about 0.5665 for blocks of size 10 and 0.57 for blocks of size 20. All values are statistically significant and different from zero.

Returning to modified R/S statistics, Figure 3 shows log-log version of Vq Vs. q for a range of q values. We observe some fluctuation in Vq suggesting weak long range dependence.

In order to remove any “extra” short range dependence and isolate hidden pure long range dependence effects that may be present in a given data set, we partition the time series into non over-lapping blocks, m, of size 10, 20, 40 and shuffle the observations within each block. The shuffling destroys any particular lag structure of the autocorrelation function below m but to keep the high lags essentially intact. Analyzing the shuffled data using graphical method and modified R/S method, we obtain results which are very similar to the unshuffled data. We also performed a shuffling experiment where we shuffled blocks of different size but left the observations within each block intact. Such a block has an effect of maintaining the short range dependence by eliminating any long range memory in the data. We obtain statistically significant H-estimates of 0.5494 and 0.5454 for Nifty and Sensex respectively indicating presence of long range dependence though weak.
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