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ABSTRACT Data mining is the extraction of the hidden information from large databases. Preserving privacy against data 
mining algorithms is a new research area. The problem of privacy preservation in data mining has become 

more important in recent years because of increasing need to store vast data about users. In this research work, a new pri-
vacy preserving approach is applied to decision tree learning. The original sample datasets are converted into a group of 
unreal datasets. An accurate decision tree is built using those unreal datasets. Many decision tree learning algorithms are 
used to generate decision tree such as CART, CHAID, and Ripper. In this research work, decision tree learning algorithms 
namely ID3 and C4.5 algorithms are used for building decision tree. A new modified decision learning approach is pro-
posed for generating an accurate decision tree. The performance of the decision tree learning algorithms and the proposed 
technique are evaluated.

1. INTRODUCTION
Data mining is the extraction of hidden predictive infor-
mation from large databases and also a powerful new 
technology with great potential to analyze important 
information in their data warehouses.It is the non-trivial 
process of identifying valid, novel, potentially useful, and 
ultimately understandable patterns in data [1]. Data min-
ing is the method of extracting patterns from data. It can 
be used to uncover patterns in data but is often carried 
out only on sample of data. The mining process will be 
ineffective if the samples are not good representation of 
the larger body of the data. The discovery of a particular 
pattern in a particular set of data does not necessarily 
mean that pattern is found elsewhere in the larger data 
from which that sample was drawn. 

Many privacy protection approaches preserve private in-
formation of sample datasets, but not precision of data 
mining outcomes. This paper provides an approach that 
preserves privacy and utility of sample datasets for deci-
sion-tree data mining. In this research work, a new privacy 
preserving approach is applied to decision tree learning. 
The original sample datasets are converted into a group 
of unreal datasets. An accurate decision tree is built using 
those unreal datasets.

A new “perturbation and randomization based approach” 
and “k-anonymity approach” is applied in this paper. It pro-
tects centralized sample data sets utilized for decision tree 
data mining. The decision tree can be built directly from the 
sanitized data sets, such that the originals need not to be 
reconstructed. 

This paper is organized as follows: Section 2 explains a 
brief discussion about the decision tree learning. Section 
3 provides discussion on the previous works related to 
the topic. Section 4 describes the existing approaches 
of decision tree learning and the proposed algorithm for 
decision tree learning. Section 5 involves the Conclusion 
and future works.

2. DECISION TREE LEARNING
Decision tree learning uses a decision tree as a predictive 
model. The goal is to create a model that predicts the value 
of a target variable based on several input variables. Deci-
sion tree learning is one of the most widely used and practi-
cal methods for inductive inference. There are many specific 
decision-tree algorithms. Notable ones include:

ID3 (Iterative Dichotomiser 3)
C4.5 (successor of ID3)

CART (Classification And Regression Tree)
CHAID (CHi-squared Automatic Interaction Detector)

3. RELATED WORKS
A wide research has been devoted to the protection of sensi-
tive information when samples are given to third parties for 
processing or computing [2], [3], [4], [5], [6]. Samples may be 
leaked or stolen anytime during the storing process or while 
residing in storage. This paper focuses on preventing such 
attacks to the samples by third parties.

Contemporary research in privacy preserving data mining 
mainly falls into one of two categories: 1) perturbation and 
randomization-based approaches, and 2) secure multiparty 
computation (SMC)-based approaches [7].SMC approaches 
employ cryptographic tools for collaborative data mining 
computation by multiple parties. Samples are distributed 
among different parties and they take part in the informa-
tion computation and communication process. SMC research 
focuses on protocol development [8] for protecting privacy 
among the involved parties [9] or computation efficiency [10]; 
however, centralized processing of samples and storage pri-
vacy is out of the scope of SMC.

This paper extends the research work [11] and proposes a 
novel technique for privacy preserving decision tree learning 
by building decision tree using a new modified algorithm. 
The main advantage of using this modified algorithm is that 
it built decision tree using information gain and does not in-
volve time complexity.

4. PROBLEM DEFINITION & PROPOSED METHODOLOGY
Privacy preservation decision tree learning is important con-
cept in data mining. Decision tree should be built efficiently. 
In this paper we have proposed a privacy preserving ap-
proach that can be applied to decision tree learning. This 
approach converts the original sample datasets into a group 
of unreal datasets. The original sample datasets cannot be 
reconstructed from it. Meanwhile, an accurate decision tree 
is built from those unreal datasets.
•	 Unrealized dataset conversion
•	 Decision Tree Generation
•	 Distribution
•	 Comparison
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UNREALIZED DATASET CONVERSION:
For conversion of unrealized dataset, we use the algorithm 
of unrealized training set. Modification module is the pro-
cess of modifying the original sample dataset into the unreal 
datasets. Data modification techniques maintain privacy by 
modifying attribute values of the sample data sets. For this 
process K-anonymity approach is used for the modification 
purpose.  K-anonymity is a data modification approach that 
aims to protect private information of the samples by gen-
eralizing attributes. In this process datasets are inserted into 
the data table. Data unrealization algorithm is used for this 
process. Inserted dataset are unreal dataset. Every data set 
in the data table is loosely linked with a certain number of 
information providers. 

First we load the universal set and the sample set. This sam-
ple set and universal set is implemented by the unrealized 
training set algorithm. Finally the output of the unrealized 
data set is training set and perturbation set.

TU, the universal set of data table T, is a set containing all 
possible datasets in data table T. Let T associates with 
attributes<Wind, Play> where Wind= {Strong, Weak} and 
Play= {Yes, No} then TU= {<Strong, Yes>, <Strong, No>, 
<Weak, Yes>, <Weak, No>}.TS is constructed by inserting 
sample data sets into a data table. Tp is a perturbing set that 
generates unreal datasets which is used for converting TS into 
unrealized training set T’.

Algorithm Unrealize-Training-Set (TS,T
U, T’

 , T
P)

Input:    TS , a set of input sample data sets
             TU , a universal set
             T’ , a set of output training data sets
             TP, a perturbing set

Output: T’
 , T

P

1. if TS is empty then return( T’, Tp )
2. t ← a data set in TS
3. if t is not an element of TP or TP = t then 
4. TP ← TP + TU 
5. TP ←TP – {t}
6. t’ ←the most frequent dataset in TP

7. return Unrealize-TrainingSet
           (Ts-{t},T

u,T’+{t’},Tp-(t’})

DECISION TREE GENERATION:
Decision tree process has the process of providing the de-
cision tree for the original dataset. So information provider 
only understands that information about the particular data-
set. 

ID3 Algorithm
The well-known ID3 algorithm builds a decision tree by call-
ing algorithm Choose-Attribute recursively. This algorithm 
selects a test attribute (with the smallest entropy) according 
to the information content of the training set Ts. 

Algorithm Generate-Tree (TS , attribs , default)
Input: Ts, the set of training data sets 
attribs, set of attributes
default, default value for the goal predicate
Output: tree, a decision tree

1. if TS is empty then return default
2. default ←Majority _ Value(TS)
3. if Hai(TS) = 0 then return default
4. else if attribs is empty then return default
5. else
6. best ←Choose-Attribute(attribs, TS)
7. tree← a new decision tree with root attribute best
8. for each value vi of best do
9. TSi← {datasets in Ts as best = ki}
10. subtree ←Generate-Tree(TSi, attribs-best, default}
11. connect tree and subtree with a branch labelled ki
12. return tree

SYSTEM DESIGN 

 
Figure 1: System Architecture of Proposed Methodology

C4.5 Algorithm
1.	 Check for base cases.

2.	 For each attribute a ,
•	 Find the normalized information gain from splitting on a.
 
3.	 Let  a_best be the attribute with the highest normalized 
information gain.

4.	 Create a decision node that splits on a_best.

5.	 Recurse on the sublists obtained by splitting on a_best, 
and add those nodes as children of node.

Modified Decision Tree Algorithm
Input: sample data set 

Output: Decision Tree

1.	 Load input data set for training .

2. 	 If attribute is uniquely identify in data set , remove from it.
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3. On the basis of distance metric divide the given training 
data in to subsets.

4. Calculate the distance for (1……N) each instance in avail-
able dataset

5. if ( distance>55% && <70%) then instance is belong to 
same group and ,add in to new set and remove from original 
data set. Otherwise do nothing .

6. Repeat the step 4 and 5 for each instance until all matched 
is not found

7. On each subset apply ID3 algorithm recursively.

•	 If at target attribute all example are positive then return 
single tree root with label positive.

•	 If at target attribute all example are positive then return 
single tree root with label negative.

•	 If number of predicting attributes is empty, then Return 
the single node tree Root, with label = most common 
value of the target attribute in the examples.

•	 Otherwise
	 o	 Calculate the entropy of decision node , if entropy 	

	 is not equal to zero than calculate information 
		  gain for each attribute.
	 o	 For spitting each choose that value whose
		  information gain is maximum.
	 o	 Apply algorithm is recursively until entropy is not 	

	 reaches to the zero of each attribute.

End

DATASET RECONSTRUCTION
Modified decision tree learning algorithm generates decision 
tree by using the unrealized training set, T’, and the perturb-
ing set, TP. Alternatively, have reconstructed the original sam-
ple data sets, TS, from T’ and TP, followed by an application 
of the proposed algorithm for generating the decision tree 
from TS. The reconstruction process is dependent upon the 
full information of T’ and TP. The reconstruction of parts of TS 
based on parts T’ and TP is not possible.

COMPARISON GRAPH:
The experimental results from the application of the data set 
complementation approach to

1.	 normally distributed samples
2.	 evenly distributed samples 
3.	 extremely unevenly distributed samples 
4.	 randomly picked samples, where 
	 (i)	 was generated without creating any dummy attrib	

	 ute values and 
	 (ii)	 was generated by applying the dummy attribute 	

	 technique to double the size of the sample do
		  main.
 
For the samples (1-3), we will study the output accuracy (the 
similarity between the decision tree generated by the regular 
method and by the new approach), the storage complexity 
(the space required to store the unrealized samples based 
on the size of the original samples) and the privacy risk (the 
maximum, minimum, and average privacy loss if one unreal-
ized data set is leaked).

Accuracy Graph
The decision tree generated from the unrealized samples (by 
algorithm Generate-Tree’) is the same as the decision tree(s), 
generated from the original sample TS by the existing meth-
ods when samples are in normal distribution, even distribu-
tion and also in uneven distribution.

Storage Complexity Graph
The storage complexity is an effective performance measure 
that estimates the amount of space needed for storage that 
is required by ID3, C4.5 and the proposed modified algo-
rithm for building an efficient and accurate decision tree.

The storage requirement for the data set complementation 
approach increases, while the required storage may be dou-
bled if dummy attribute values technique is applied to dou-
ble the sample domain. The best case happens when sam-
ples are evenly distributed, as the storage requirement is the 
same as for the originals. Samples with even distribution are 
taken. In even distribution, all datasets have the same counts. 
Decision tree is generated with increased storage required in 
existing method while it is not with the proposed method.

The worst case happens when the samples are in uneven 
distribution. Based on the randomly picked tests, Time com-
plexity of storage for the proposed approach is less than five 
times (without using dummy values) and eight times (with 
dummy values) than that of the original samples.
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5.	 CONCLUSION
In this research work, a new privacy preserving approach via 
data set complementation which confirms the utility of train-
ing data sets for decision tree learning has been proposed. 
This approach converts the sample data sets, training set, 
into some unreal data sets, such that any original data set 
is not able to reconstruct, if an unauthorized party where to 
steal some portion of (unrealized training sets and perturbing 
training set). Meanwhile, there remains only a low probability 
of random matching of any original data set to the stolen 
data sets, leaking data. This work covers the application of 
this new privacy preserving approach with the C4.5 and ID3 
algorithms and discrete-valued attributes only. Thus it shows 
the outperformance of the proposed approach for preserv-
ing the privacy in decision tree learning. Finally the proposed 
approach is evaluated with the existing approaches based on 
the accuracy in generating the decision tree and result shows 
that the proposed approach performs better.

Future research should develop the application scope for 
other algorithms, such as C5.0, and data mining methods 
with mixed discretely—and continuously valued attributes. 
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