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LEHMANNAND CASELLA (1998) provide a detailed discussion on equivariant estimation of the param-

eters of location, scale, location-scale models. EDWIN PRABAKARAN and CHANDRASEKAR (1994) de-
veloped simultaneous equivariant estimation approach and illustrated the method with examples urtherLEO ALEXAN-
DER(2000) studied the simultaneous Equivariant estimation of the parameters in invariant models based on various
censored samples. In this paper, we consider uniform models and obtain minimum risk equivariant estimators of the

parameters based on type Il censored samples.

1. Introduction

Equivariance is a desirable property
used for restricting the class of
estimators whenever the model
possesses symmetry. ZACKS (1971)
and LEHMANNAND CASELLA (1998)
provide a detailed study of the problem of
equivariant estimation for certain models.
In the case of location-scale model,
LEHMANNAND CASELLA (1998)
develops marginal Equivariant procedure
for estimating the parameters.EDWIN
PRABAKARAN and CHANDRASEKAR
(1994) have proposed a simultaneous
Equivariant estimation for estimating the
parameters of a location-scale model. For
a detailed discussion on simultaneous
equivariant estimation and related results
the reader is referred to EDWIN
PRABAKARAN (1995).

In this paper, by invoking the above
procedures, we obtain optimal estimators
for the parameter(s) of uniform model
under Type Il censoring. The paper is
organized as follows: section 2 deals with
the problem of Equivariant estimation for
the uniform location model considering
three different loss functions namely

Squared error loss function, Absolute

error loss function and Linex loss

function.
1.1 Preliminaries

Suppose N randomly selected units were
placed on a test simultaneously, the
failure times of the first n units to fail were
observed. Thus the number of completely
determined life spans is n and the
number of censored ones is (N-n). letX.y,
i=1,2,...,n denote the failure times of the
completely observed items. Then the joint
probability density function (pdf) of
(Xn>Xonsn X, n) (BAIN, 1978) is

N! n

N-n
8o (x1,x) s Xpy) = lfg(xi){l_FG(xi)} (1.1)

(N —-n) 1=
Here f, and F, denote the common pdf
and the distribution function of the
failure times of the units selected
randomly, which are put to test. Further

n is assumed to be known in advance.

2. Location model

Suppose X =(X,,X,,....X ) isa
random sample from uniform population
with joint pdf

f(x_g)_{l,.fs)ci§§+1,i—1,2 ........ N: £eR

0, otherwise.

INDIAN JOURNAL OF APPLIED RESEARCH = 747



RESEARCH PAPER

Let X, <X,, <..<X,, bethe times of
the first n units to fail and assume that
the experiment was stopped as soon as
the n-th item failed. The joint pdf of the
first n observations, according to (1.1),

is given by

N! _
—— -Gy -

& (Vo s XN ) = (N -

, gSXlN an:N S§+1,§ eR. (21)

Note that the above pdf belongs to a
location model. We are interested in
deriving MRE estimator of & by

considering three loss functions.

Case (i) :Suppose the loss is squared
error, we obtain MRE estimator of &.

Take 6,(X)=(X,, +4X,,)/2.Cleary ¢,
is an equivariant estimator which is a
function of the sufficient statistics

(X.y,X,y) Furtherg, is not complete

sufficient. Since we are interested in the
evaluation of conditional distribution
under £=0, take £=0in (2.1). In order

to findv' =E,(5, |y),
transformation

consider the

Yl = (XlzN +Xn:N)/2and
Y =X, X, i=23..n

Now

Xy=Y-Y /2 and
Xy =Y +Y,-Y,/2 ,i=23,..n
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The Jacobian of the transformations is
J=1. Thus the joint pdf of
Y=(,Y,,.,Y))" is given by

N
(N-n)!
0<p, <<y,

WYy ) = (=y-7,/0"",

y,12<y,<1=y,12, 0<y <1
Also, the joint pdf of (Y,,...,Y,)is given
by

NI -y, /2
(NJM,JO—%ﬁnUW”@I

C 2
|
- (1,
(N-n+1)

0<y, <y, <<y, <L,

hl(y2>“"yn) =

)N—n+1’

Thus the conditional pdf of
0, =Y, given (Y,,...,Y,) is given by

. l—y, -y [
Mnyw»nﬂNw+M—ﬂ;%%—w
p,12<y, <1=(y,/2). .22
Now
v =Ey (S, |y) (2.3)

N-n+l) 74" .
= ( ) Iyl(l_yl_yn/z)N dy,

(1 _ yn )N—n+l O

Setting y, - (»,/2)=(1-y,)u, we get
=0,/ +A=y,u,

So,
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. (N=n+1) ([, /2+40=y,)utx
Vo= N-n+l _[ N-n-+1 N-n U
(l_yn) O(I_yn) (l_u) ]
_h, (A-p)
2 (N-n+2)
Therefore the MRE estimator of &is

given by

5*(X):§O(X)_EO(5O 'y)
_ Xl:N +Xn:N Xn:N _XI:N 1_Xn:N +X1:N

2 2 2
_(N=-n+DX, + X, -
B (N-n+2)

Moreover, when the loss is squared
error, the MRE estimator §(X) can be
evaluated more explicitly by the Pitman
form (LEHMANN AND CASELLA 1998
p.154).

L s

Therefore the Pitman estimation of ¢, in
view of (2.1), is given by

XI:N

I“f(Xuv Uy Xy —t)dul
5* (X) — XnX\l—Vl
jf(XlzN _u7“‘7Xn:N _u)du

Xn:_‘\"_l

XI:N

J‘u(l—Xn:N +u)"™" du
Xyl
=

J (1-X,, +u)"™" du
X,y
_ (N-n+DX,, +X,, -1
(N-n+2)

This estimator coincides with the one
givenin (2.4).
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Remark 2.1.
estimator reduces to

If n=N, the above

§(X)=(Xyy + X, -1)/2,

which is same as the estimator obtained
for the complete sample case (LEHMAN
AND CASELLA, 1998).

Case (ii): If the loss is absolute error,
then we obtain MRE estimator of & by

considering 9,= median of conditional
distributions of ,(X)given Y =y . Take

5,(X) = (X, +X,)/2,80 thaty, = 1),
Therefore the MRE estimator of & is

given by

5 (X) = (X, +X,,)/2-1/2

— X]:N +Xn:N _1
2
Case (iii): Consider the location

invariant Linex loss function (VARIAN,
1975) .

L(g:6)=e""" ~a(6-£)-1,

aeR-{0} .

In order to find V', take
5 (X)=(X,, +X,,)/2, consider

R(S|y)=E,[{e" ™™ -a(5, -v)-1}]y]
=e "E, (e"5° |y)—aE, (6, |y)+av-1
—eE (e )

_a{Xn:N _XI:N _I_l_Xn:N +X11N}+av_1

in view of (2.3).
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Define M(a;y) = E,(e" |y).

Then dar =e “(—a)M(a;y)+a
dv
d’R )
and =e "a  M(a;
T (a3y)
’R
Notethat ~>0 Vv
y
Thus drR =0= e“" M(a;y)=1.
dv
Sothat V* = M

a

—eaf of (3, | )ata).

Therefore the MRE estimator of ¢&is
givenby
XI:N +Xn:N

5 (X)= 5

—%{cgfof(ao y)ata}.
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If n=N, then from (2.2)

Vo= l{log(e“ -D- a);,\, —loga—log(l-y,)}
a
_1 log (-1 ) @l
a a(l=yy) 2

Therefore the MRE estimator of £is
given by

5*(X)=X]IN+X}’IIN _l log (ea_l) _ayN
2 a al=y,) 2 )
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