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ABSTRACT This paper, presents a systematic review of the applicationof Data Mining methods in h healthcare do-
main, with a focuson the application and the techniques used which willoptimize the results. These meth-

ods are new approaches tosolve the problems in healthcare domain. Data mining applications can have tremendous 
potential and usefulness .However, the success of data mining techniques on the availability of clean data. In this re-
spect, it iscritical that the industry look into how data can be bettercaptured, stored, prepared and examined. When-
ever we are using hybrid data mining techniques in the real data we get more and more accurate data for the system.

I. Introduction
Data mining is the core step, which results in the discovery 
of hidden but useful knowledge from massive databases. 
A formal definition of Knowledge discovery in databases is 
given as follows: ―Data mining is the non-trivial extraction 
of implicit previously unknown and potentially useful infor-
mation about data‖ [17]. Data mining technology provides 
a user-oriented approach to novel and hidden patterns in 
the data. The discovered knowledge can be used by the 
healthcare administrators to improve the quality of service. 
The discovered knowledge can also be used by the medi-
cal practitioners to reduce the number of adverse drug ef-
fect, to suggest less expensive therapeutically equivalent 
alternatives. Applications of data mining techniques that 
can be used in health care management. A major chal-
lenge facing healthcare organizations (hospitals, medical 
centers) is the provision of quality services at affordable 
costs. Quality service implies diagnosing patients correctly 
and administering treatments that are effective. Poor clini-
cal decisions can lead to disastrous consequences which 
are therefore unacceptable. Hospitals must also minimize 
the cost of clinical tests. They can achieve these results by 
employing appropriate computer-based information and/
or decision support systems. Health care data is massive. 
It includes patient centric data, resource management data 
and transformed data. Health care organizations must have 
ability to analyze data. Treatment records of millions of pa-
tients can be stored and computerized and data mining 
techniques may help in answering several problems.

The availability of integrated information via the huge patient 
repositories, there is a shift in the perception of clinicians, pa-
tients and payers from qualitative visualization of clinical data 
by demanding a more quantitative assessment of information 
with the supporting of all clinical and imaging data.[12]

Clinical decisions are often made based on doctors’ in-
tuition and experience rather than on the knowledge rich 
data hidden in the database. This practice leads to un-
wanted biases, errors and excessive medical costs which 
affects the quality of service provided to patients.The de-
velopment of Information Technology has generated large 
amount of databases and huge data in various areas. The 
research in databases and information technology has giv-
en rise to an approach to store and manipulate this pre-
cious data for further decision making. Data mining is a 

process of extraction of useful information and patterns 
from huge data. It is also called as knowledge discovery 
process, knowledge mining from data, knowledge extrac-
tion or data /pattern analysis. Data mining is a logical pro-
cess that is used to search through large amount of data in 
order to find useful data.

Now a day’s Artificial Neural Network has been used wide-
ly for complex and difficult tasks. The Neural Network is 
generally trained from the past data with the expectation 
that it will discover hidden dependencies and that it will 
be able to use them for predicting. Feed-forward neural 
networks trained by back- propagation have become a 
standard technique for classification and prediction tasks. 
Neural Network has its own advantages and it has proved 
its worth in the medical field with great potentiality. Hence 
Neural Network is widely used in health care industry.

 
Fig:Complexity in Diagnosis with Doctor

DATA MINING TECHNIQUES TO FIND OUT HEART DIS-
EASES: AN OVERVIEW
Once these patterns are found they can further be used to 
make certain decisions for development of their business-
es. Different stepsare 

1.  Exploration 
2. Pattern identification 
3.  Deployment 
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Exploration: In the first step of data exploration data is 
cleaned and transformed into another form, and important 
variables and then nature of data based on the problem 
are determined. 

Pattern Identification: Once data is explored, refined and 
defined for the specific variables the second step is to 
form pattern identification. Identify and choose the pat-
terns which make the best prediction. Deployment: Pat-
terns are deployed for desired outcome.

 Data mining with intelligent algorithms can be used to 
tackle the said problem of prediction in medical dataset 
involving multiple inputs. Now a day’s Artificial neural net-
work has been used for complex and difficult tasks. The 
neural network is trained from the historical data with the 
hope that it will discover hidden dependencies and that it 
will be able to use them for predicting. Feed forward neu-
ral networks trained by back-propagation have become a 
standard technique for classification and prediction tasks.

DATA MINING ALGORITHMS AND TECHNIQUES
Various algorithms and techniques present in data mining 
for finding out heart diseases like Classification, Clustering, 
Regression, Artificial Intelligence, Neural Networks, Asso-
ciation Rules, Decision Trees, Genetic Algorithm, Nearest 
Neighbor method etc., are used for knowledge discovery 
from databases.

Classification learning:- The learning algorithm takes a set 
of classified examples (training set) and use it for training 
the algorithms. With the trained algorithms, classification 
of the test data takes place based on the patterns and 
rules extracted from the training set. Types of classification 
models:

Classification by decision tree induction 
i. Bayesian Classification 
ii. Neural Networks 
iii. Support Vector Machines (SVM) 
iv. Classification Based on Associations 
 
Numeric predication: - This is a variant of classification 
learning with the exception that instead of predicting the 
discrete class the outcome is a numeric value. 

Association rule mining: - The association and patterns be-
tween the various attributes are extracted and from these 
attributes rules are created. The rules and patterns are 
used predicting the categories or classification of the test 
data.

Clustering: - The grouping of similar instances in to clus-
ters takes place. The challenges or drawbacks consider-
ing this type of machine learning are that we have to first 
identify clusters and assign a new instance to these clus-
ters.

HEART DISEASE PREDICTION USING DATAMINING 
Numerous works have been done related to heart disea-
sediagnosis using different data mining techniques. The-
dataset, algorithms, methods used by the authors and the-
observed results along with the future work is carried out 
infinding out efficient methods of medical diagnosis for-
various diseases.

Milan Kumari [7] diagnose cardiovascular disease by us-
ingdifferent data mining algorithms such as: Support Vec-
torMachine, Artificial Neural Network (ANN), Decision 
Treeand RIPPER classifier. The prediction of Heart disease, 
Blood Pressure and Sugarwith the help of neural network 
was proposed by Niti Guru[9]. Tests were carried out on 
a specimen database of patientrecords.  The Neural Net-
work is tested and trained with 13input variables such as 
Age, Blood Pressure, Angiography’sreport and etc. The 
supervised network has been focused for diagnosis of 
heart diseases. Training of the data is donewith the help 
of back propagation algorithm. Wheneverunknown data 
was fed by the doctor, the system identifiedthe unknown 
data from comparisons with the trained dataand gener-
ate list of probable diseases that the patients mayprone 
to. Swati Shilaskar [13] has proposed a technique topre-
dict the presence of cardiovascular disease accuratelywith 
reduced number of attributes. They investigated theintel-
ligent system to construct feature subset withenhancement 
in diagnostic performance. They proposed ahybrid forward 
selection model to diagnose cardiovasculardisease. Their 
experiment demonstrated that their techniquefound small-
er subsets and enhanced the accuracy ofdiagnosis contrast 
to forward inclusion and back eliminationmodels.

Mrs. G. Subbalakshmi, Mr. K. Ramesh and Mr. M. Chin-
naRao [8] developed a Decision Support in Heart Dis-
easePrediction System using Naive Bayes Data Min-
ingtechnique to discover relations that connects variable 
in adatabase. Using medical attributes such as age, sex, 
bloodsugar and blood pressure it can predict the prob-
ability ofpatients getting heart diseases. This model could 
answercomplex queries and is resulted out as the most ef-
fectivemodel in prediction of heart diseases.

P.K. Anooj [10] has proposed a weighted fuzzy rule based-
CDSS for the diagnosis of heart disease. It automatical-
lyobtains the knowledge from the patient clinical data. 
Theproposed CDSS for risk of heart patients consists of 
twophases. First is an computerized approach for gen-
eration ofweighted fuzzy rules and decision tree rules and 
the secondis creating a fuzzy rule based decision support 
system. Theperformance of the proposed CDSS improved 
the riskprediction when compared with the neural network 
basedclinical support system. LathaParthiban [6] formulated 
anapproach for the prediction of heart disease on the ba-
sis ofcoactive neuro- fuzzy inference system (CANFIS). The-
CANFIS model combined neural network capabilities and
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fuzzy logic approach which is then integrated with ge-
neticalgorithm to diagnose the presence of heart disease 
and theresults showed that the proposed CANFIS model 
has greatpotential in prediction of heart disease.Improv-
ing Heart Disease Prediction Using ConstrainedAssociation 
Rule by Carlos Ordonez proposed the problemfor heart 
disease prediction by identifying constrainedassociation 
[4]. The data set focused on medical recordswith attributes 
for risk factors of people having heartdisease. Three limita-
tions were introduced to decrease thenumber of patterns. 
They are as follows:

?The attributes have to appear on only one side of the 
rule.

· Separate the attributes into groups i.e. uninteresting-
groups.

·In a rule, there should be limited number of attributes.

The result of this is two groups, determines the presence 
orabsence of heart disease.

Cardio Vascular Disease prediction System using Neu-
ralNetwork and Genetic Algorithm is proposed by 
Amma,N.G.B. In this Genetic based Neural Network is 
used fortraining the system. The neural network final 
weights arestored in the weight base and are used for di-
agnosis the riskof cardio vascular disease. The accuracy of 
classificationobtained using this approach is 94.17% [1]. 
Genetic NeuralNetwork based data mining in prediction of 
Heart diseaseusing risk factors is proposed by Syed Umar 
Amin, KavitaAggarwal and R. Beg [14]. In this paper two 
data miningtechniques are used Genetic Algorithm and 
Neural Networkto predict the risk of heart disease with an 
accuracy of 89%.The hybrid system is implemented using 
the optimizationadvantage of genetic algorithm and has 
been proved betterthan back propagation in terms of sta-
bility and accuracy.

Accuracy of RIPPER, Decision Tree,ANN and SVM are 
81.08%, 79.05% 80.06% and 84.12%respectively. While 
the results of error rates for RIPPER,Decision Tree, ANN 
AND SVM are 2.756, 0.2755, 0.2248and 0.1588 respec-
tively. The result shows that from thesefour classification 
models SVM predicts cardiovasculardisease with least er-
ror rate and high accuracy. A prototypeIntelligent Herat 
Disease Prediction System (IHDPS) basedon data mining 
techniques is proposed by SellappanPalaniappan [11]. The 
techniques used are Decision Trees,Naive Bayes and Neu-
ral Network. The implementation hasbeen done on .NET 
platform. Dataset have several attributessuch as age, sex, 
blood pressure and blood sugar which areused to predict 
the probability of patients getting a heartdisease.

Shantakumar B. Patil [12] applied efficient methodology 
forthe extraction of significant patternsfrom the heart dis-
easewarehouses for heart attack prediction. In this firstly 
the datawarehouse is pre-processed in order to make it 
suitable forthe mining process and secondly the K-mean 
clusteringalgorithm has been applied for clustering the 
heart diseasewarehouse.  Hence the recurrent patterns ap-
plicable to heartdisease are mined with the MAFIA algo-
rithm from the dataextracted. In addition, the patterns nec-
essary to heart attackprediction are selected on the basis 
of computed significantweightage. The neural network is 
trained with the selectedimportant patterns for the effec-
tive prediction of HeartAttack.

HEART DISEASE WITH HYBRID DATA MINING TECH-
NIQUES 
Motivated by the world-wide increasing mortality of heart 
disease patients each year and the availability of huge 
amounts of data, researchers are using data mining tech-
niques in the diagnosis of heart disease. Although apply-
ing data mining techniques to help health care profes-
sionals in the diagnosis of heart disease is having some 
success, the use of data mining techniques to identify a 
suitable treatment for heart disease patients has received 
less attention. 

Applying hybrid datamining techniques we can show 
promising results in thediagnosis of heart disease, so ap-
plying hybrid data miningtechniques in selecting suitable 
treatment for heart diseasepatients needs further investiga-
tion. Hence neural networkcan be effectively used in Heart 
Diseases Diagnosis. In ourfuture work, we will be training 
the neural network and Genetic Algorithm tooptimize the 
system to get better results and more accuracythan the 
normal neural network.

Some of the objectives are:-
1)  To develop a system and to optimize it to get moreac-

curacy after testing.
2)  To compare results of normal neural network andopti-

mized neural network(hybrid system).
3)  Hybrid system willbe used for optimization.
4) To develop better and more accurate proposed system.
 
Neural Networks is now a days the most promising area 
ofinterest. It is believed that for all the biomedical prob-
lemsNeural Networks will go to be the great solution in 
thecoming years. Already it has been applied to variousdo-
mains of medicine such as biochemical analysis,diagnostic 
system, drug development and image analysis.Neural Net-
works is a current research area at the moment. Itwill never 
replace human experts but they can help inscreening and 
can be used by the experts to confirm theirdiagnosis. The 
advantages of such system are remarkable. People can be 
checked for heart diseases quickly andpainlessly and thus 
detecting the disease at an early stage.The diagnosis pro-
cess consists of two succeeding steps i.e.training and test-
ing.

This survey defines the proposal of building a hybrid meth-
odology, combining data mining techniques such as asso-
ciation rules and classification trees. The methodology is 
applied to data collected from a hospital and is evaluated 
by comparing with other techniques. The methodology is 
expected to help physicians to make faster and more ac-
curate decisions. In our future work, we will be training the 
neural network by other data mining techniquesand back 
propagation method tooptimize the system to get better 
results and more accuracythan the normal neural network.

CONCLUSION 
This survey presents a systematic review of the applica-
tionof Data Mining methods in h healthcare domain, with 
a focuson the application and the techniques used which 
willoptimize the results. These methods are new approach-
es tosolve the problems in healthcare domain. In this lit-
eratureSurvey we present an overview of the current re-
searchbeing carried out using the data mining techniques 
for thediagnosis and prognosis of different heart diseases.
In our we have discussed that how different types ofdata 
mining techniques are used  for diagnosis of heartdis-
eases and also studied that how these techniques havep-
erformed better results when applied on different data 
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sets.Each technique is unique in its own way, which might 
besuitable for different applications. Also applying hybrid 
datamining techniques has shown promising results in the-
diagnosis of heart diseases. 

Data mining applications can have tremendous potentia-
land usefulness .However, the success of data mining tech-
niques on the availability of clean data. In this respect, it 
iscritical that the industry look into how data can be bet-
tercaptured, stored, prepared and examined. Whenever we 
are using hybrid data mining techniques in the real data 
we get more and more accurate data for the system. The 
advantages of such system are remarkable.By using ac-
curate data in in the health care system,People can be 
checked for heart diseases quickly andpainlessly and thus 
detecting the disease at an early stage.
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