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ABSTRACT The main idea of this paper is reducing of the elapsed time required for the serial solving of a com-
plex wind-energy problem, by using the parallel computing. This paper shows both the serial and parallel 

solving of a wind-energy problem. The serial solving of this problem involves the development of a Matlab program 
and running it on the local Matlab client machine. On the other hand, the parallel solving refers to running the Matlab 
program in parallel on the local cluster of Matlab workers, by using a proposed parallel structure.

I. INTRODUCTION 
As a renewable energy source, the wind is the “raw mate-
rial” for all type of the wind systems. 

Due to the fact that the wind speed’s behavior is random 
[19], the wind power will take different values (the power 
being a function of wind).

The wind-energy systems are characterized by irregularity 
and unpredictability [19], due to the time-variation of the 
wind speed, such as the real case of Romania.

Due to the time-variation of the wind speed, the optimum 
mechanical angular speed takes different values, thus in-
volving a corresponding control of the wind system in or-
der to achieve the maximum wind energy.

This has been the main idea of the articles [8] and [9], 
which treat the wind-energy problem of this paper.

Thus, the wind-energy problem refers to achieving the 
time evolution of mechanical angular speed that is given 
by the motion equation of both the wind turbine and the 
permanent magnet synchronous generator in (2) [8].

Equation (2) was initially solved by using the Scientific 
WorkPlace software in [9]. Here, the authors have had a 
problem related to the long time to solving this complex 
equation (by the order of minutes).

Therefore, in order to reduce the elapsed time required to 
solve this complex equation, the authors have been imple-
mented this time-consuming problem by using the Matlab 
language (the version R2015a).

In this sense, this paper presents the serial solution of the 
wind problem, and, on the other hand, the parallel solu-
tion has been implemented by using two different meth-
ods.

In order to highlight the time gained from solving the or-
dinary differential equation (2), by using the two parallel 
methods, the authors have been measured both serial and 
parallel execution time.

In order to obtain maximum wind energy from the variable 
wind, the wind system must be optimally controlled [6], [7]. 

In this sense, it is necessary to control the mechanical an-
gular speed by imposing the reference speed on the inter-
val Δt, and therefore the available maximum wind energy 
is extracted at the wind speed V(t) [1-5].

Due to the time variation of the wind speed, the optimum 
mechanical angular speed takes different values, thus in-
volving a corresponding adjustment of the generator load 
[6].

The time evolution of mechanical angular speed is given 
by the motion equation of both wind turbine and perma-
nent magnet synchronous generator [8], [9], in the form (1) 
or (2). Equations (1) and (2) [9] are obtained based on the 
results from [8] and [9].

                                   (1)

      (2)

In (1), MTV represents the moment of the wind turbine, MG 
is the moment of the permanent magnet synchronous gen-
erator, and ω is the mechanical angular speed. The load 
resistance of the generator is R(0)=464.55Ω.

In fact, the motion equation (2) is an ordinary differen-
tial equation that has the initial values: R(0)=464.55Ω and 
ω(0)=552.95[rad/s]. For this reason, the authors called it an 
initial value problem.

II. SERIAL SOLUTION OF THE ORDINARY DIFFEREN-
TIAL EQUATION 
This paper shows the problem solution by using the classic 
four-stage Runge-Kutta method and by using the MATLAB 
ode23 code, as well.

The serial solution has been achieved in order to compare 
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the obtained results with those from parallel solving, and 
to highlight the performance gain, as well.

Therefore, the serial solution is a typical implementation of 
a Matlab program, which runs the Matlab program called 
the_main_code.m on the local Matlab client machine.

In order to compute the serial solution of the initial value 
problem, the authors have been developed the Matlab 
script the_main_code.m that implements both the ode23 
and the ode45 solvers (which solve the ordinary differential 
equations (2)). On the other hand, the authors have been 
developed a handle function Ode_function.m that imple-
ments the ordinary differential equation (2).

The program the_main_code.m applies the Runge-Kutta 
method of both the order 2 and 4 to the differential equa-
tion (2) defined in the M-file Ode_function.m. Finally, the 
program the_main_code.m calls the function handle Ode_
function.m in order to solve this initial value problem. Fur-
ther, it will be describe the implementation of the Runge-
Kutta method of the order 2.

 In this case, ode23 is the integration method [10] for the 
ordinary differential equation (2) using second and third 
order Runge-Kutta-Fehlberg formulas with automatic and 
variable step-size. 

The function ode23 computes the numerical approximation 
[10] to the solution of the ordinary differential equation (2), 
and then plot the numerical solution, as shown in Figure 1.

The first argument of the ode23 solver of the Matlab 
program the_main_code.m is the function handle Ode_
function.m that implements the differential equation (2). 
This function handle accepts two arguments, t, and ome-
ga. The result of evaluating the function Ode_function.m is 
a column vector, DomegaDt, containing the values of the 
derivatives, domega/dt.

The second input argument of the ode23 solver is a vector 
that has two components: t0=0[s], and tfinal=35[s]. Thus, 
the integration is carried out over the interval 0≤t≤35.

The initial condition (omega0=552.95[Ω]) of the ordinary 
differential equations (2) is the third-argument of ode23.

In the case of this initial value problem, the solutions 
achieved by using ode23 solver (red color), is almost the 
same as that achieved by using ode45 solver (blue color), 
as shown in Figure 1.

The total time spent in the computation (the elapsed 
time), in order to achieve the serial solution of the wind-
energy problem is 1.388989 seconds, as shown in the list-
ing below:

>> the_main_code

Serial solution: 

Elapsed time is 1.388989 seconds.

This elapsed time of the serial solution has been achieved 
by running the program the_main_code.m on the Matlab 
client, without using a parallel pool of Matlab workers. The 
obtained solution is shown graphically in Figure 1.
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Figure 1: time variation of mechanical angular speed 
(serial solution)
 
III. PARALLEL SOLUTION OF THE ORDINARY DIFFER-
ENTIAL EQUATION
Parallel computing can save time and money. Also, it can 
solve larger problems, provide concurrency, use the non-
local resources and limit the serial computation [13].

Users develop parallel computing algorithms either reduce 
computation time or undertake the analysis of larger data 
sets [14].

If the time spent in computation is less than the time 
spent in communication between workers or in network 
traffic in order to transfer data, than the parallel computing 
is useless.

Due to the possible wide parameter sweeps required for 
analysis, the analysis with smaller data sets can also be im-
practical with respect to time [14].

The above arguments are just several reasons why parallel 
computing should be used in order to solve large applica-
tions.

The parallel solution of the wind-energy problem was 
achieved by using the Parallel Computing Toolbox of Mat-
lab 2015a.

Parallel Computing Toolbox allows solving computationally 
and data-intensive problems by using multicore proces-
sors, GPUs and computer clusters [12]. In order to parallel-
ize (without CUDA or MPI programming) this wind-energy 
problem, the authors have been used the multicore pro-
cessors capability of the Parallel Computing Toolbox.

Furthermore, Parallel Computing Toolbox provides a local 
cluster of workers for the client machine [12].

In order to parallelize the wind application, the authors 
have been used a supercomputer having a quad core i7 
processor. For this reason, the program the_main_code.m, 
which calls the function Ode_function.m that implements 
the ordinary differential equation (2), has been run on a 
parallel pool (consisted of four Matlab workers) at the 
same time.

Parallelizing the problem by using the quad-parallel 
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structure 

In this case, in order to solve the program the_main_
code.m (which implements the wind-energy problem) in 
parallel, the authors have been proposed a parallel struc-
ture that consist of four workers grouped into a parallel 
pool, and which the authors have been called it quad-par-
allel structure.

Thus, this pool is a set of four MATLAB workers in the „lo-
cal” cluster on which the pool runs, as shown in Figure 2. 
This parallel pool can be accessible (as a single entity) at a 
time from the MATLAB client session. 

Figure 2: quad-parallel structure
 
Figure 2 shows the quad-structure of the parallel pool that 
has been used in order to solve the wind application in 
parallel, so as to reduce the solving time.

The parallel pool that has been used in order to solve the 
program the_main_code.m, which implements the wind-
energy problem, consist of four workers, and it has been 
started by using the local profile. Thus, a parallel session 

has been opened, in which the program the_main_code.m 
has been solved by using the four workers of the pool.

The result achieved from the parallel solving, by using the 
quad-parallel structure, shows that the elapsed time of the 
parallel solution is 0.651275 seconds, as shown in the list-
ing below:

Starting parallel pool (parpool) using the ‘local’ profile ... 
connected to 4 workers.

>> the_main_code

Parallel solution:

Elapsed time is 0.651275 seconds.

By comparing the elapsed time of the parallel solution 
(0.651275 seconds), using the quad-parallel structure, with 
the elapsed time achieved from serial solution (1.388989 
seconds), it can be observed the achieved performance 
gain that is 0,737714 seconds (which means more than 
50% less time to solve the wind-energy problem).

Parallelizing the problem by using interactive parallel mode

In this case, our problem was solved by using the inter-
active parallel mode available in the MATLAB client, thus 
allowing the interactive parallel execution of the MATLAB 
program the_main_code.m by using the same quad-paral-
lel structure.

Thus, parallelizing the wind-energy problem has been 
achieved by defining and submitting a communicating job, 
and opening the Parallel Command Window (shown in Fig-
ure 3) connected to those four workers (which belong to 
the quad-parallel structure) running the submitted job.

Therefore, a local scheduler has been used and those four 
workers have been run on the local 



304  X INDIAN JOURNAL OF APPLIED RESEARCH

Volume : 5 | Issue : 6  | June 2015 | ISSN - 2249-555XReseaRch PaPeR

Figure 3: parallel command window

MATLAB client machine. The parallel mode has been start-
ed by using the ‘local’ profile connected to the four work-
ers.

Basically, four local workers have been started, and a com-
municating job has been created in order to be run simul-
taneously on the workers. Each worker has run the script 
the_main_code.m on its own workspace and on its own 
variables. Each of the four workers becomes idle when it 
completes the work, waiting until all the workers that work 
on the job have completed the same work.

The parallel command window (Figure 3) shows the 
elapsed times of the parallel solutions, on each worker 
(lab), after each interactive parallel execution of the pro-
gram the_main_code.m. 

In order to demonstrate the effectiveness of the quad-par-
allel structure for this interactive parallel mode of the wind-
energy problem solving, the authors have been achieved 
several elapsed times (which have been obtained from sev-
eral parallel solving), thus, all labs contain several elapsed 
times (one for each parallel solving).

The authors have been found that each worker has differ-
ent elapsed time for the same parallel solving (they have 
been used all four workers simultaneously at each parallel 
solving), and all the elapsed times (from each lab) are less 
than the elapsed time of the serial solution of our applica-
tion, as well.

IV. CONCLUSIONS
The authors found that, even in the case of the serial solv-
ing, it was achieved a serial time less than in the case of 
the problem solving by using the Scientific WorkPlace soft-
ware. Therefore, the problem solving has been successfully 
implemented by using the Matlab language.

For this application, the authors have been proved that the 
proposed quad-structure was optimally for both the paral-
lel pool mode and the interactive parallel mode, as well. 

The elapsed time required to solve the wind-energy prob-
lem, by using the quad-parallel structure, in a parallel pool 
has been reduced considerably (0.651275 seconds), by 
comparing this time with the elapsed time of serial solving 
(1.388989 seconds).

On the other hand, the elapsed times obtained from sev-
eral interactive parallel running that have been achieved 
by using the quad-parallel structure, in the interactive 
parallel mode, have values close to 0.651275 seconds, as 
shown in Figure 3, and this thing is a performance gain, as 
in the previous case.

Thus, the quad-parallel structure is useful for develop-
ing more complicated parallel code, in the sense that the 
computing time can be reduced. Therefore, this parallel 
structure can also be used for any other complex applica-
tions requiring parallel solving in order to reduce the solv-
ing time.
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