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ABSTRACT Understanding the factors that refer math scores students an interesting and curious problem. Acknowl-
edge is hidden among the educational data set that is extractable using data mining techniques. In this 

research, Statistical techniques are used to evaluate students’ performance and as there are many approaches that 
are used for data classification is used. We address this issue by investigating of two groups statistically testing. In the 
process, two different math teaching methods applied to both groups. In this paper, which factors are highly effect to 
students’ math score are investigated and results interpreted.

INTRODUCTION
Recently, rapid development of information technologies 
increased the amount of the collected data and challenges 
associated with managing and analyzing data.

Data Mining also popularly known as knowledge inven-
tion in database is to provide information and to become 
aware of knowledge from huge data set (Baradwaj and 
Saurabh, 2011). 

DM seeks the ways that organize information about the 
data structure of hidden relationships and partnership 
rules, the unknown elements representing the estimat-
ed useful results to classify objects and to decide (Ayala, 
2014).

Recently, the DM design models reveal for training, tasks, meth-
ods and algorithms based on data (Anjewierden et al, 2007).

Educational Data Mining (EDM), the view out to find a way to 
characterize and predict the success of students and evalua-
tion of educational applications (Anjewierden et al, 2007).

Understanding the factors that conduct to success (or fail-
ure) of students at public secondary education is a difficult 
issue. Therefore, determining the variables related to suc-
cess of students have always been arose the curiosity of 
researches (Sen et al 2012).

The aim of this study is that using different DM methods 
to determine the predictive variables (i.e. factors) by apply-
ing to data. Moreover discovering variables that are relat-
ed with the achievements would be beneficial to students, 
parents, teachers, administers. In addition the results of the 
study would be valuable for researchers and practitioners. 

This study is organized as follows literature survey, Turkish ed-
ucation system, research methodologies and interpretation of 
results. In the last section, concluding remarks are given.

In literature, the Educational Data Mining (EDM) communi-
ty website, www.educationaldatamining.org concerned with 
developing methods for exploring data that come from 
the educational setting, and utilize some methods to bet-
ter understand students behavioral pattern of learning (Siti 
and Tasir, 2013).

Regression technique is the act of finding a relationship 
between one or more independent variables and depend-
ent variable on it.

Independent variables and dependent variables that are to 
be predicted in data mining is already known values. How-
ever many world problems are not simply guess. Therefore 
to estimate the actual values it may be necessary more 
complex techniques such as Logistic Regression (LR).

Hijazi and Naqvi handled a study of the yield of selecting 
75 females of 300 students from colleagues of Punjab Uni-
versity in Pakistan. 

The hypothesis that was built as “Student’s attitude towards 
attendance in class, hours spent in study on daily basis after 
college, students’ family income, parents’ age and educa-
tion are significantly related with student performance”. By 
simple linear regression analysis shown that parents’ educa-
tion and income are highly correlated with the student aca-
demic performance (Hijazi and Naqvi, 2006).

Levy and Wilensky used LR to investigate students’survey 
responses of relating physical variables of the system (Levy 
and Wilensky, 2011).

Classification is the most frequently to put in practice in 
data mining technique works for developing a model that 
can classify the population of records. This approach fre-
quently employs neural network-based classification is a 
set of connected input/output units and each weighted 
connection. Throughout the learning phase, network learns 
by adjusting weights to be able to estimate the correct 
class labels of the input tuples.

Driving a remarkable sense from obscure data and acquir-
ing patterns and perceiving trends which are not having 
knowledge by computer techniques as well. 

Wang and Liao to find out the recent learning perfor-
mance of students to predict future performance in learn-
ing English using back propagation in Neural Networks 
(NN) to predict the classification (Wang and Liao, 2011).

The classifier-training algorithm uses these pre-classified 
examples to determine the set of parameters required for 
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proper discrimination. The classifier is encoding algorithm 
parameters into a model. If accuracy is admissible, the 
rules can be applied to the new data.

Kock and Paramythis using Linear Discriminant Analysis 
(LDA) to find clustering to represent learners’ to detect 
problem solving styles (Kock and Paramythis, 2011).

The cluster is selected for further analysis is a sampling se-
lection portioned into groups and random sample of the 
population.

The research shown that the girls with high and the boys 
with low socio-economic status relatively correlated of the 
academic achievements in the area of science stream.

Khan, conducted a performance study on main objective 
to demonstrate the prognostic value of different measures 
of cognition, personality and demographic variables for 
success at higher in science stream for 200 boys and 200 
girls selected from the senior secondary school of Aligarh 
Muslim University (Pandey and Pal, 2011). 

R.Martinez, et al. used hierarchical agglomerative cluster-
ing to extract patterns of activity for unveiling the strate-
gies followed by groups of learners (Martinez et al, 2011).

Ayesha et al, depicts the use of k-means clustering algo-
rithm is usually used to objective classification to see stu-
dents’ learning activities (Shaeela et al, 2010).

Clustering is to identify of similar classes of objects, by us-
ing clustering techniques to discover over all pattern and 
relations of data (Baradwaj and Saurabh, 2011).

MATERIALS AND METHODS
Students learn math depending on maturity, mental abili-
ties, experience, performance, preferred learning styles, at-
titudes mathematics.

Teachers to teach trials depends math, according to their 
understanding beliefs and mathematics itself, their own 
preferred styles with students and faculty, children’s views 
about the role assessment, professionalism and effective-
ness of mathematics as a teacher.

Data experimental class (30 students) and control class (30 
students) in the secondary school 6th class with different 
sections of public revenues.

Table 1 .Data 
Variables Divisions

 Mother Education 
Level ( 1x ) 

 Father Education Level 
( 2x ) 

 Primary School

 Secondary School

 High School

 Under Graduate

 Graduate

 Mother Job ( 3x )

 Father Job ( 4x )

 Civil Servant

 Worker

 Self-Employment

 Other

 Mother Revenue ( 5x )

 Father Revenue ( 6x )

 Less than 500 TL (TL: Turkish 
Lira)

 > 500 TL and <1000 TL

 >= 1000 TL and < 2000 TL

 >= 2000 TL and < 4000 TL

 >= 4000 TL

 Who Helps to Student 
( 7x )

 Mother

 Father

 Brother(s) and/or Sister(s)

 Other(s)

 None

 When Helps to Stu-
dent ( 8x )

 Never

 Rarely

 Sometimes

 Frequently

 Always

 Student Work ( 9x )
 Yes

 No

 Tutoring ( 10x )
 Yes

 No

One of the analytical methods is LR model that is the re-
lationship between a set of independent variables and the 
probability that a case is a member of one of the catego-
ries of the dependent variable. 

The second method in NN architectural structures, nodes 
are organized into groups called layers. Input layers re-
ceive inputs, output layers produce outputs and internal 
(or hidden) layers provide the interconnections between 
input and output. 

The NN provide a tool for describing non-linearity in vol-
atility processes of financial data and help to answer the 
question of “how much” non-linearity is present in the 
data (Miazhynskaiaa et al, 2006). 

Last method, LDA is a well-known classical statistical 
technique to find the projection that maximizes the ratio 
of scatter among the data of different classes to scatter 
within the data of the same class. In the late 1960s, LDA 
was introduced to create an empirical indicator of finan-
cial ratios. Beaver using financial ratios developed on in-
dicator that best differentiated between failed and non-
failed firms using univariate analysis techniques (Beaver, 
1966).

The univariate approach was later improved and ex-
tended to multivariate analysis by Altman, considered 
several variables simultaneously using multiple discri-
minant analysis (MDA). During the next years that fol-
lowed, many researchers attempted to increase the 
success of MDA in predicting business failure (Dimitras 
et al 1996).

RESULTS
In this study, the application of LR model to data, we can 
have classification table and variables in equation when 
we inquire the Table 1. The classification table, control 
group and the experimental group which is applied new 
teaching method and evaluating/grading (i.e. Group1 and 
Group 2) over all predicted correct percentage moreover 
than sixty. 
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Table 2. Classification table

Observed
Predicted

Group_1_2 Percentage Cor-
rect1 2

Step 
3

Group_1_2
1.00 22 8 73.3
2.00 11 19 63.3

Overall Percentage 68.3
The cut value is , 500

The LR model as follow 

2 8 0.921  0.649*   0.538l *n
1

p x x
p

− +
 




+= −
 

where one unit increase the level 2x  up contributes 1.914 
times and one unit increase the level of 8x  up contributes 
1.713 times the students’ Math 

Table 3. Score variables in equation
B Wald df Sig. Exp(B)

2x .649 3.590 1 .058 1.914

8x .538 4.888 1 .027 1.713

Constant -.920 .802 1 .371 .398

Table 4. Step Summary

Step
Model Correct 

Class % VariablesChi 
Square df Sig

1 6.613 1 .01 61.7 %
IN: 8x

 

2 15.510 3 .01 68.3 %
IN: 2x

 
a. No more variables can be deleted from or added to 
the correct model

In LR results, the step summary table shows that both the 
variable, 8x and 2x are statistically significant, others are not. 

Statistical technique that can classify the population re-
cords by using NN based algorithm.

The NN results show that especially 2x maximum impor-
tance to students Math Score than others. On the other 
hand 8x variable more influence many other variables as 
well as LR results.

Table 5. Independent Variable Importance
Importance Normalized Importance

1x .079 58. 2%

2x .136 100.0%

4x .110 80. 7%

3x .107 78. 6%

6x .063 46. 2%

5x .131 76. 8%

9x .078 57. 1%

10x .127 93. 3%

7x .070 51. 3%

8x .101 84. 2%

Table 6. Model Summary

Training
Sum of Squares Error 14.527
Percent Incorrect Predictions 31.8%

Testing
Sum of Squares Error 16.946
Percent Incorrect Predictions 34.8%

The neural network model training and test testing to pre-
dict the correct percentages are almost adequate to repre-
sent the model.

Application of LDA technique, the eigenvalues table show 
that canonical correlation of model is 0, 981 and a lin-
ear discriminant function discriminate function discriminate 
groups.

Table 7. Eigenvalues

Function Eigen-
value

% of Vari-
ance 

Cumula-
tive %

Canonical 
Corr.

1 25.88 100.0 100.0 .981
Eigenvalues table is analysed that the model explain (0, 
981)2=0, 96 % of the total knowledge. 

Table 8. Canonical Discriminant Function Coefficient
Function
1

2x 2.375

6x -1.705

(Constant) -2.290

2 6 2.290 2.375* 1.705*z x x= − + −
 

The categorical dependent variables (two groups) discrimi-
nate by using linear discriminant function of the model is 
give above. According to model that is a positive correla-
tion between students ‘Math Score and the students whom 

2x . The student Math Score is 2, 375 times more than 
when a students’ 2x is up one class according to the other 
student’s 2x  just below class. On the other hand there is a 
negative correlation the Math Score and The Students’ 6x .

CONCLUSION
In this paper, the classification task is used on student da-
tabase to predict the students’ math score. As there are 
many approaches that are used for data classification.

As the results indicate, all of the classification methods 
performed reasonably well in predicting reasonable factors 
which the father education level of the student and how 
often helped to the class of student factors arose in statis-
tical techniques which are considered. Family background 
and social-economic status are critical for student’s math 
score is obtained as the results of this research.

This study will help the students, teachers, administers and 
parents. In addition the results of the study would be valu-
able for researchers and practitioners.
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