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ABSTRACT Traditional recommender systems lack to give personalized recommendation to the end user. They lack in 
providing scalability and efficiency. Rating list and recommendation provided was almost same. So, in this 

paper a hotel recommendation system using hadoop framework is proposed. Hadoop mainly works in the area where 
big data appears. This big data is hard to capture and analyze. A review based service recommendation method is 
proposed to tackle this problem. This method is based on a user based collaborative filtering algorithm. Users having 
similar tastes are captured with the help of keywords they enter. Then Sentiment Analysis is applied on passive users 
reviews and a score is calculated. Top-k services are recommended to the end user. Experimental analysis shows that 
this method works more efficiently than traditional available methods.   

Introduction 
After revolutionary success of web 2.0 information gener-
ated exponentially. The reason is it is continuously gener-
ated by various sources such as social media, power grid 
systems, stock exchange data, black box data, sensors, 
CCTV cameras. This data is unstructured or semi structured 
form. For processing of this large amount of data we need 
certain software tool. RDBMS is of no use as data must be 
structured and schema defined. Thus, Hadoop is worth 
to tackle this situation. As it can handle any type of data. 
Hive/HBase is the self database of hadoop which is more 
efficient in data retrieval than traditional software’s. 

BigData :
“It refers to ‘Data’ whose size is beyond the ability of cur-
rent technology to process, handle and capture the data 
within particular instance of time”. Big Data likewise con-
veys new opportunities and distinguishing troubles to in-
dustry and the academia, like most Big Data applications, 
the Big Data tendency likewise postures overwhelming 
effects on service recommender techniques. With the de-
veloping number of options for services, effectively rec-
ommending services that users favoured have turn into 
an imperative research issue. Service recommender frame-
work has been indicated as important tools to help users 
manage services over-burden and give proper recommen-
dations to them. As data is so huge, it is very difficult to 
manage a data and it also takes a much more time to gen-
erate results. So this is a drawback of using Big Data. But 
this issue can be dealt with the help of Hadoop, by using 
Hadoop a huge data can be analyzed in few seconds so 
Hadoop reduces the time. 

Sentiment Analysis :
It is also known as opinion mining. It is used to check the 
positivity or negativity about any product or person. It can 
check which brand is the most famous. Also whether a 
person is seen positively or negatively on the web forum.

Hadoop : 
Hadoop is a distributed computing framework and re-
leased by Apache Foundation, it is Google’s open source 
implementation of the cloud computing model, and also 

it can be efficient, reliable, scalable way to process data. 
Its core idea is to build on a large amount of cheap & ef-
ficient cluster hardware devices, in the form of software 
processing to pave the way of storage and computing 
environment for the huge amounts of data, and provide a 
unified standard interface, is a highly scalable distributed 
computing systems. While referred to HDFS distributed fie 
systems, to improve fault tolerance in the form of software. 
When we compared with the traditional file system, it has 
low cost, easy to expand, and high fault tolerance features. 
Map Reduce is provided by Hadoop parallel computing 
model for handling large amounts of data calculation. Ha-
doop is scalable, it can easily meet the requirements of 
large-scale data need to handle on the PBLevel. In addi-
tion, the use of relatively low cost Hadoop cluster nodes 
require low internal computer, on any inexpensive comput-
er can deploy In order to combined Hadoop with practi-
cal application better, you can also use some subprojects 
on the basis of Hadoop, such as Map Reduce technol-
ogy, HBase distributed data storage systems, scalable data 
warehouse Hive, high-level data flow language Pig, high-
performance distributed  collaborative services Zoo Keeper 
and other major use Map Reduce technology and HBase 
data storage system to solve the problem of information 
retrieval. Hadoop is a cluster computing system which is 
data intensive. In this system incoming jobs are developed 
using the MapReduce programming model.

Figure 1.  hadoop Framework
problem definition
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In traditional recommender systems we might face the 
problems of scalability and efficiency in case of large scale 
data. Capturing and analyzing this data is hard. Tradition-
ally personalized requirements of end users are not consid-
ered. The rating list itself is provided as the recommenda-
tion. Passive users review about any product or system is 
ignored. In this paper a Review Based Service Recommen-
dation method is proposed, to achieve an efficiency of a 
Recommender System. It aims at presenting a personalized 
service recommendation list and recommending the most 
appropriate services to the users effectively.

literature survey 
Recommender systems are developing as a powerful tool 
in both industry and academia. In [1] authors propose a 
KASR method for personalized recommendation. In this 
paper user based collaborative filtering algorithm is used. 
To make the method more efficient and scalable it is im-
plemented on Hadoop. Jaccard coefficient and Cosine 
similarity measure is used for evaluation. They show that 
the proposed recommendation method is better than 
the existing traditional methods. Merits are 1. Scalable 2. 
More efficient than traditional methods. Demerits are Jac-
card Coefficient method is not so accurate. Users positive 
and negative reviews are not differentiated. Sentiments 
in the text is not considered for calculation. In [2] authors 
propose an active web service recommendation. Web us-
age history and QoS are the main criteria for recommen-
dation. Using this approach top k services are generated 
for users. Usage history count is only used for ranking. 
Merits are 1.Higher recall ratio and accuracy; 2. Show the 
strength of the relationship between users. Demerits are 
Passive users reviews about the website is not considered. 
Usage history count is only used for ranking. In [3] authors 
propose a Bayesian inference based recommendation in 
online social networks. In this content ratings are shared 
with friends. Conditional probability is used for calculating 
rating similarity. Based on similarity score ranking is done. 
They show that the proposed Bayesian inference-based 
recommendation is better than the existing trust based 
recommendation. Merits are 1. Higher accuracy via friends’ 
recommendation; 2. Solve the problem of large size of 
particle in collaborative filtering recommendation Demerits 
are 1. There is a Cold start and rating sparseness problem. 
In [4] authors propose recommender system for sport vid-
eos, transmitted over the Internet and broadcast, in the 
context of large-scale events, which has been tested for 
Olympic Games. The recommendation is based on audio-
visual consumption and not on the number of users, run-
ning only on the client side. Merits are 1. This avoids the 
concurrence, computation and privacy problems of central 
server approaches in scenarios with a large number of us-
ers, such as the Olympic Games. Whole video have to rec-
ommend. Demerits are 1. Specific video fragment can’t be 
recommended using this approach. In [5] authors propose 
a probabilistic personalized travel recommendation model. 
For mining demographics for travel landmarks and paths 
people attributes and photos are used which are effective, 
and thus benefiting personalized travel recommendation 
services. In [6] authors propose quality of service ranking 
prediction for cloud services. Rating based approaches and 
ranking based approaches are studied in this paper. Merits 
are 1. the users can obtain QoS ranking prediction as well 
as detailed QoS value prediction. Demerits are 1. Applica-
tions in other field need further verification.

System architecture 
System Architecture of proposed method is shown in Fig-
ure 2. A dataset of hotels is taken for evaluation. It con-

sists of date followed with short comment and a long com-
ment.

Figure 2. Proposed System Architecture
1.  Preprocessing :
Ignore data upto first tab as it is a date. Remove stop 
words in the reviews to avoid affecting the quality of the 
keyword extraction in the next stage. And the Porter Stem-
mer algorithm is used to remove the commoner morpho-
logical and in flexional endings from words in English. Its 
main use is as part of a term normalization process that 
is usually done when setting up Information Retrieval sys-
tems.

2.  Keyword Extraction :
Each review will be transformed into corresponding key-
word set. For example if a user type word transport the 
corresponding similar meaning words such as transporta-
tion, ship, move, convey must be present in the domain 
thesaurus.

For keyword in case of long comments only those long 
comments are preferred whose short comment rating is 
above the threshold value. Map Reduce algorithm can be 
applied so that same keywords must not be repeated. 
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3.  Create Dictionary :
Dictionary is a repository where a collection of keywords 
and their corresponding rating value is stored. Keywords 
are extracted from short and long comments. Their rating 
value is calculated by manual testing and it is set spaced 
with a tab. When we extract any keyword we pass it to 
check its rating value. This value is then obtained to use in 
score calculation in case of Sentiment Analysis. 

4.  Rating Short Comments :
All short comments of a particular hotel is captured and 
stored in a file. Name that file as file 1. Then keywords are 
extracted their corresponding rating values are checked. 
Sentiment Analysis is applied and a total rate value is cal-
culated. If this value is above threshold value then that ho-
tel is included otherwise ignored.

5Recommendation List :
After Keyword matching recommended hotels are generat-
ed. Passive reviews of each hotel are considered Sentiment 
analysis is applied to these reviews and a score is calcu-
lated. If score is above threshold value then it is granted 
for further evaluation otherwise rejected. According to to-
tal sentiment score top-k services are recommended as a 
list to the end users.I. 

6. conclusions 
In this paper a review based service recommendation 
method is proposed to recommend services to users. User 
based collaborative filtering algorithm is used to generate 
appropriate recommendations. Users can give more than 
one keyword as a preference. We have a huge dataset of 
hotels in the metro cities such as Dubai, London, Paris etc. 
First dataset cleaning is done. Stop words, spaces are re-
moved then keywords are obtained. Exact matching key-
words are found out from the dataset. We have formed 
the rating dictionary and have given rating values from 
-1 to +1. Sentiment Analysis is used for calculation. Hotel 
with highest rating value is ranked one and recommend-
ed first. This ranking is changeable. So we have to make 
updations in the rating dictionary as passive user’s reviews 
changes. So, Recommendation is dynamic and more real-
istic. We are using Map-Reduce in java to reduce number 
of same keywords into one in the long. Finally we will run 
this project on Hadoop. Hadoop is an open-source frame-
work designed by Doug Cutting and his team. Hadoop al-

lows to store and process big data in a distributed man-
ner across clusters of computers using Map-Reduce. It is 
designed to scale up from single servers to thousands of 
commodity machines, each offering local computation and 
storage.
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