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The term "survival analysis" pertains to a statistical approach designed to take into account the amount of time an experi-
mental unit contributes to a study. That is, it is the study of time between entry into observation and a subsequent event. In 

logistic regression, we were interested in studying how risk factors were associated with presence or absence of disease. Sometimes, though, 
we are interested in how a risk factor or treatment affects time to disease or some other event. Or we may have study dropout, and therefore 
subjects who we are not sure if they had disease or not. In these cases, logistic regression is not appropriate. This effectively creates a time-
varying coefficient that is easily estimated in software such as SAS and R. However, the usual programming statements for survival 
estimation are not directly applicable. Unique data manipulation and syntax is required, but is not well documented for either software. This 
paper covers a tutorial in survival estimation for the time-varying coefficient model, implemented in SAS and R. We provide a macro coxtvc 
to facilitate estimation in SAS where the current functionality is more limited. The macro is validated in simulated data and illustrated in an 
application.
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INTRODUCTION  
The analysis consisted of following the subject until death. The 
uses in the survival analysis of today vary quite a bit. Applica-
tions now include time until onset of disease, time until stock 
market crash, time until equipment failure, time until earth-
quake, and so on. The best way to define such events is simply to 
realize that these events are a transition from one discrete state 
to another at an instantaneous moment in time. Of course, the 
term "instantaneous", which may be years, months, days, 
minutes, or seconds, is relative and has only the boundaries set 
by the researcher.

COX MODEL
A Cox model is a well-recognized statistical technique for 
exploring the relationship between the survival of a patient and 
several explanatory variables. Survival analysis is concerned 
with studying the time between entry to a study and a subse-
quent event (such as death). Censored survival times occur if 
the event of interest does not occur for a patient during the 
study period. 

A Cox model provides an estimate of the treatment effect on 
survival after adjustment for other explanatory variables. It 
allows us to estimate the hazard (or risk) of death, or other event 
of interest, for individuals, given their prognostic variables. 
Even if the treatment groups are similar with respect to the 
variables known to effect survival, using the Cox model with 
these prognostic variables may produce a more precise estimate 
of the treatment effect (for example, by narrowing the 
confidence interval). 

Interpreting a Cox model involves examining the coefficients 
for each explanatory variable. A positive regression coefficient 
for an explanatory variable means that the hazard is higher, and 
thus the prognosis worse, for higher values. Conversely, a 
negative regression coefficient implies a better prognosis for 
patients with higher values of that variable

Survival analysis is a branch of statistics which analysis of time 
to events, such as death in biological organisms and failure in 
mechanical systems. This topic called reliability theory or 
reliability analysis in engineering, and duration analysis or 
duration modeling in event history analysis in sociology. 
Survival analysis attempts to analysis the proportion of a 
population which will survive past a certain time. The Cox 
regression model (Cox, 1972) is the most popular method in 
regression analysis for censored survival data. However, due to 
the very high dimensional space of the predictors, the standard 

maximum Cox partial likelihood method cannot be applied 
directly to obtain the parameter estimates. To deal with the 
problem of co linearity, the most popular approach is to use the 
penalized partial likelihood which was proposed by Tibshirani 
(1995) and is called the least absolute shrinkage and selection 
operator (Lasso) estimation. In the case of biological survival, 
unambiguous, but for mechanical reliability, failure well-
defined, for there may well be mechanical systems in which 
failure is partial, a matter of degree, or not otherwise localized in 
time. Even in biological problems, some events (for example, 
heart attack or other organ failure). More generally, survival 
analysis involves the modeling of time to event data; in this 
context, death or failure is considered an "event" in the survival 
analysis literature traditionally only a single event occurs for 
each subject, after which the organism or mechanism is dead or 
broken. The study of recurring events is relevant in systems 
reliability, and in many areas of social sciences and medical 
research. The survival function, also known as a survivor 
function or reliability function, is a property of any random 
variable that maps a set of events, usually associated with 
mortality or failure of some system, the term survival function 
is used in a broader range of applications, including human 
mortality.

COX'S REGRESSION MODEL:
This model one of important models published by (D.R. Cox in 
1972) and is one of most frequently articles in statistics and 
medicine, which usually associated with mortality or failure of 
some system, he suggested that model depend on (hazard rate) 
in time (t), as the follows:

Where exp        is the proportional hazard function. But, Cox 
model is a semi- parametric model with free distribution. So, the 
estimation problem for     is the same under any transform. Only 
the rank statistic    can carry information about      when     is 
completely unknown. It follows that the rank statistic is 
marginally sufficient to estimate      To apply the rank statistic to 
get inferences about      one would use the marginal distribution 
of the ranks and the marginal likelihood.
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EXPERIMENTAL PART
Description data:
In this research we use a real data of (Apollo - hospital) in 
Chennai city- India, we have (72) patients with Leukemia 
disease from (1-8-2015) to (31-11-2016). We study the 
following variables: 

1- Acute myeloid leukemia /AML
2- Acute Lymphocytic leukemia / ALL
3- Chronic mylelogenous leukemia/ CML
4- Chronic Lymphocytic leukemia/CLL

1- Biological Treatment
2- Chemical Treatment

1- Towner patient
2- Out of the town

1- Patient with Anemia
2- Patient without Anemia

0- Patient with Censored
1- Patient exit

After analysis the data of patients in each four month of period 
study, we get the following results:

ESTIMATION COX REGRESSION PARAMETERS
After gets proportional Hazard assumption, now we can find 
the estimation parameters (Z1, Z2, Z3, Z4 Z5 Z6 with survival 
time (T) as in equation as follows:

The results of Cox- Regression model estimation

The results of (Backward method) for select sig.variables

Therefore we get only two significant variables with Cox model 
as follows:

CONCLUSION
This real data example using Cox modeling will show what 
increased risk for hospitalization for an event of interest might 
look like graphically and in a risk of event type ratio. The study 
of recurring events is relevant in systems reliability, and in many 
areas of social sciences and medical research. The survival 
function, also known as a survivor function or reliability 
function, is a property of any random variable that maps a set of 
events, usually associated with mortality or failure of some 
system, the term survival function is used in a broader range of 
applications, including human mortality. From the results of 
Cox- reg. model we have only two sig. variables (Treatment and 
Anemia). 4- Most risk at survival time at (0- 20) days with 
probability survival (0.0039) and we find that the risk of death 
is increasing with time, that is mean the disease still continuo.
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