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LU NVNR Y We consider S-prime Join matrices as an abstract generalization of S-prime Least common multiple ma-
trices . We also found determinant and inverse of both S- prime and reciprocal S-prime join matrices are
discussed and also discussed some of the most important properties of S-prime Join matrices are presented interms of

S- prime Join matrices .

INTRODUCTION

LetS = {xl ,xz,...,xn} be
a set of n positive integers
with x, <x, <...<x, and let
f:P—>Cbe acomplex valued

function on Z+ (i.e., arithmetic
function).Let

(xi ,xj) denotes the greatest
common divisor (gcd) of xi and X;j
and defines the nxn matrix (S),

by ((S )f )U, = f(x;,x,;) . Werefer to
(S), as the GCD Matrix on S with
respect to f .The Set S is said to be
ged-closed if (x,,x;) €S whenever
x;,x; €S .The set S is said to be

factor-closed if it contains every
positive divisor of each
x, € S .Clearly, a factor-closed set is

always gcd— closed but the converse
does not hold.Let [xi,xj] denotes the
least common multiple (Icm) of xi and
xj and defines the 7 xn matrix [S ] P

by ([S]/ )1, = fIx;,x;].We refer to
[S]/. as the LCM Matrix on S with
respectto f .The set S is said to be
lecm-closed if [x;,x;] € S whenever
x;,x; €S .The set S is said to be

multiple-closed ifitis lecm-closed
and x, |d|x, = d € S.Here | stands
for the usual divisibility relation of
integers.

In 1876, the concept of Classical
Smith determinant with entries on Z+

was introduced by H.J.S. Smith [12]
is

det[(x; 9Xj)]n><n = @(x,)-P(x,)-P(x3)..PH(x,) .

H.J.S.Smith also calculated the
determinant of the LCM Matrix on a
factor — closed set.

In 1876, H.J.S. Smith results
extended L.E.Dickson proved that if
a,; = (i,)); i,j=123,.r then

det( (aij ) = p(D@P(2)...p(r) where ¢ is
the Euler ¢ function.

In 1991, S.Beslin [3,4,5] defined
the LCM Matrix, which is an
nx nmatrix whose 1i,j — entry is the
least common multiple of xi, Xj. In
1992, K.Bourque and S.Ligh [6,7,8]
proved that the LCM Matrix [S] is
nonsingular if S is Factor Closed set.
They also conjectured that the LCM
Matrix [S] is non singular if S is GCD
closed.

In 2003, A.A. Oval established
various results concerning GCD
Matrices and Least Common Multiple
(LCM) Matrices. In 1968, Wilf has
proved, let f: P —> R where P a Meet
semi —lattice and let M be the
matrix with Mxy = f(X AY) then
det(M) = H g(Z) where

ZeP

82y = 2 uW.Z) f(W).

w<z

In 1960, L.Carlitz [9], gave a
new form of gcd-matrices and
determinant value,
[f(i.j)]n = C (diag(g(1),....g(n))) C*
where C = (Cij)nxn ;
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Ci= {1 l,f J,)l, and
0 if jj1
D =(dj) diagonal matrix
{g(i) if  i=]
dj = T
0 if  1#]
sodet [f(i))]nxn = g(1).g(2)...g(n)
2.The origin of the Join Matrices on
Posets
In this section, we define
preliminary concepts that are needed
to understand the summaries of the
articles in this section.
Definition :2.1
Let(P,<) c(Z",])be a
partially ordered set. We call P a
Join-semi lattice if for any x,ye P
there exists a unique ze P such that

(1) x<z and
y<z and

(i) If x<w
and y<w
for some
we P then
Z<W

Insuch a case z is called
the Join of x and y and
it is denoted by xvy.
A Join semi-lattice, which is
also a Meet-Semi lattice,
is called a lattice.
Definition :2.2

Let (P,<,A) be a Meet —Semi
lattice and defined the partial order
< on P by x<y<y=<x. Then for
any x,ye€ P there exists a unique
z= xVvy=xAYy that satisfies (i)
and (i1) above for <. Thus (P,<, v)
is aJoin-semi lattice and itis said
to be the dual of (P,<,A).
Definition: 2.3

Let (P,<,A,Vv) be alattice in
which every principal order ideal is
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finite. Let S = {xl,xz,...,xn} be a
subset of P such that xi<xj=i1<j
andlet f:P—>C

be a function. Then thenxn
matrices [S]¢ are defined by

[S], = lf (xi vV )J is called the
Join Matrix on S associated with f.
Definition: 2.4

In this lattices S is a finite set
of positive integers, f - P—C is an
arithmetical function and the S —
prime Join Matrix is called LCM
Matrices, which is defined as

(8),), = f Gemz,.x,) ).
Definition: 2.5

If (P,<) < (Z",)) then the Join
Matrices respectively LCM Matrices
on S.The set S is said to be upper-
closed if for every x,ye P with
xe S and x<y we have
yeS.Theset S is said to be Join —
closed if for every x,y e S.We have
xvyesS.
Definition:2.6

We say that fis a semi-

multiplicative function on P,
if f(xAp) f(xvy)=f(x)f(y)for all
x,yepP.

Definition :2.7
Let x and y be the two
elements of the poset P and u is

the mobius function of the
poset(S,<) then

0 if x#y
ulx.y) = 41 i x=y
- z p(x,z)  otherwise

z:z<y
Lemma:2.8
Let g be an incidence function of

P.Then g(x,y)= Z('“ *g)(z,y)

x<z<=y

for all x,yeP.
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Lemma:2.9
Let TS5 = {w,w,,w,,...,w,} with

w, <w, =i<jand let A denote the

nxn matrix defined by

*f (w1
0 - (e * £,)(w;.1) <,
0 otherwise
Then [S]r = AAT.
Proof:
For 1<i<n, 1 <j <r we have
(AAD)j :Zaika a
k=1
> f)wD)
;fstfsll
= D)D)
x;vx;Swp<l
By lemma (2.8), (AAT); =
Sflxvx,l
= f (xi Vx./)

This completes the proof.
Lemma:2.10(Join Matrix in terms of
a
certain Meet Matrix)
Let D= diag(f(x1),...,f(xn)) then
s ]f =D(S) D
f

Proof:

Since (D(S);D) = f(xi)((S)})”f(xf)

y

fE)f ()

Thoae) "

we have [S]/» =D(S) D
/

3.The Structure of S —Prime Join

Matrices on Posets
Definition :3.1
Let X={x,x,,.,x,} and Y
={yLy2,...,yn} be two subsets of P
and the nxn

VX))
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S-Prime Join Matrix on X and Y with
respect to f is defined as M =[X,Y]s
(4x; +1)(4y, +1)

= [fij] where f, =
4(x; Ay;)+l1

i

Definition :3.2

Let (P,<) be alattice in which every
principal order is finite and let f be

a complex valued function on P.Let

X= {xl,xz,...,xn}and Y = {yLy2,...,yn}
be two subsets of P.Let the elements
of Xand Y be arranged so that

x, <x,<..<x, and

V<Y, <<y,
LetD :{dl,dz,...,dm} be any
subsets of P containing the elements

X, vy 1,j=12,...nLet the elements

of D be arranged so that
d <d,<..<d,.

Definition:3.3
We define g ,on D inductively as
D~

/
fd)-Y g (@)

g oL (d,) =

f dsd
o fd)=Y g (d) then

dsdy f
IuD (dv’dk)

g (d) ——~—"where

RPN
Upis the mobius function on the poset
(D,=).
Definition:3.4

Let E(X) = (ei(X)) and E(Y)=
(eii(Y)) denotes thenxm matrices
defined by

(e,(x) = {1 vé, s

0 otherwise

1ifd <y,
(e,j(Y)) _ { if d; <y,

0 otherwise

and

We also denote

ADL _diag{gl)l(dl),...,ng(dm)].
f s s
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Theorem:3.5
If D, E(X), E(Y) and
AD ,as defined above then [X,Y]r
'f

= EX) A ,E(Y).

y
Proof :
The ijth entry in

[E(X)A E(Y)] ZelkA €

= Ygd)= Ygld)=[x.1],

X5 X;v; Kdy
x%
Hence [X,Y]r= E(X)
A [ E(Y)L
D,—
f
Theorem:3.6

(i) If n>m, then det[X,Y]s =det[M] =
0
and (i1) If n<m, then

det(h) =T 151

X Z det E(X)(kl,I(L...kn)det E(Y) (k1k2,..kn)

1<k <ky<..<k,<_m

X
g i (d)g (d,)...g (dk,).
D— D— D—
s / f
Proof:
[X,Y]t=Dx,t (X,Y)ut Dys=DxE(X)
Ap.sB(Y) Dy
Also M = DM Dyf=
det M= det( Dxs) det( M ) det (Dy)
=det( M)

[Tl +D]fecr, +1)]

Theorem:3.7

In the case of semi-
multiplicative function M =[XY]s
— D, MD,,where D, =diag(4xi+1,
dxatl, ..., 4xatl), D, = diag
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(4y1+1, 4y2tl, ..., 4ynt1) and M
1

has the ent N.. =
Y e el
Proof:

Since [X,Y]r=M = [f[xivyij]]

=D MD
[f( )f(X,/\ )f(y,) MD,
Theorem:3.8

If D is Meet closed and f
and g are arithmetical functions then

(i) fld) = Z 8p.s ()

z<d;

implies and implied by
@) g, (d) = 2> fnu(w,2)

z<d, w<z
z<d,
t<k

Proof:
Assume (1) and prove (ii)

Consider Y u(z)= Y. f(@)u(2)

z<d,, 7'z=d,

= Z ,u(z)Zg(e) = Z,U(Z)g(e)

2'z=d, e<z' eh'z=d,
= ) g0 u@
eh'z=d, <k’

Since the sum Z 1(z) has the value

z<h

0 if h>>1 and the value 1 if h =1.
d
Hence Zﬂ(z)f(?kj =g(d,)

To prove the converse: we consider

o)=Y Yuc >f[ ]

z<d, z<d, 7'<d),

= YUV = Y f@)) uz)

eh'=d, eh'=d, <k

As before, the sum of Z 1(z") has
Z<H

the value 0 if h™>1 an(i the value 1
if h=1.
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Hence Zg(dk) = f(d,).

z<d,
Theorem:3.9
If D is Join-closed set then

ZZ’U( where u is

/ z<d;,
the mobius function of P.

Proof:

It is similar to the proof of the
theorem(3.8).
Theorem:3.10(X,Y)r = Dx [X,Y]ur
Dy.
Proof:

Now we consider the example
S={1,2} and T={2,3}
Dx =diag(5,9) and Dy = diag(9,13)
Sy = XY) =

40A2)+1 4(1A3)+1
[4(2/\2)+1 4(2/\3)+1)

3

[X,Y]ur =
4(1A2)+1 4(1A3)+1
4D +DA2)+1) (A0 +DEG)+1)
42A2)+1 42n3)+1

(4Q2)+DEQR)+1) (42 +D(AG)+1)

1 1
9 13
1 5
9 117
Dx [X,Y]ur Dy =
1

1
50\ g 1319 0
091 5 o 13
9

117
(55
95
Hence Proved.
Theorem:3.11
Let S={x1, X2, X3,...,Xn } be S-prime Join -
closed . Without loss of generality we may
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assume that i<j whenever x; <x;, then

g, ,(x)= Z Z f(w)u(w,z) where p s

o
the mobius function of P.
Proof:
By using the definition (3.3)

flx))= ZgV,(X) 222 fomu(w,z)

v<x ZZ; wlz
t<j
We write,
f(x)= Zg(Z) or g(x) = Z f(2)u(z,x)
forall xeP
It has to be prove that,

Zg (2)=) > g2

X; <v zLX;
zﬁx,
t<i

Now consider the sum of R.H.S of
equation (1)
Let xi<xjand z< xi=z<Xx;.
Thus every z occurring on the right side
of equation (1) ccurs on the left side of
equation (1).
Conversely, Consider the sum on the left
side
of equation (1).
Suppose that z <xjwe have z<xiby
minimality
of i, we have r=1or x: = xj thereforex; <x;
means Xr<x;jthus every z occurring on the
side
of equation (1).
This completes the proof .
Theorem:3.12
If S is lower closed subset of P
thengg,_/‘ ('xj) = Zf(xi),u(xnx/)
Proof:
Already we know that the result,

g, ()= fwu(w,2)

z<‘c w<z
$v,
1<j

It reduces we get the proof of theorem.
Then S is lower closed.
Example :3.13
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Let S={x1x2,........ Xn} be a chain with
X1<x2<......<xn, Then  gso(x1)=f(x1),
gs.1(x2)=f(x2)-f(x1)

In general

gs,f(xj) = f(xj) _f(xj—l) Where,

=2,3,4,...,n.

Example:3.14
Let S={xi1,x2,.....%Xn } be an

incomparable set and let S={xo, X1 ,x2
,.....Xn }. Then,

gx,f(XO) = (%),
g, (0)=1(x)-f(x)

and g, ()= f(5)~ fx).

In general g, ,(x;)= f(x;)— f(x,)for
=1,2,3,...n

Theorem :3.15

Let S= {x1,x2... Xa } and T= {y1,
y2..ym } be any two subsets of P.

Define the incidence matrix whose 1, j-

entry is 1 if yj<xi and zero otherwise
namely that 1s, E(S, T)
=(€;),pn Where

Lyif y<x
(eij) = . .
0 ,if otherwise
Theorem: 3.16

If Sisa S-Prime join-

closed.Thendet[S], = H g, (x).

Proof:
The theorem is proved and verified
with a suitable example.

Consider the set S = {123}
6 10 f3

Then  [s], {f@) 1) f25)

fa3) f(25 f(13)

Let det [S ] P

SO Of13)= f25)°1- fONSO)f(13)
=3 F@2H)]+ A O)f(25) - f13) £ )]
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= f(5)f9)£(13)= f(5)£(25)"
~[f O FUI+LFO)(13)£(29)]
+[f9)£(13)£(25)- £(13)° f(9)].-.()

By using example,
g0 = fO)-/06)
g3) = f(13)- 10
g(25) = f(25-f(13);
[Te®) = gx)glx)elx)

i=5,9,13

=[O -GN 3) - OIS (25) - £(13)]

= [} O f(13)= £(5)/(25)" ~[£(9)* f(13)]
SO FRHI+[9)F(13)£(25)
= f(13)’ f9)].(2)

From equation (1) and (2), we get;
det[S H gs/(x)

Hence the theorem is proved.
Corollary :3.17
If S={x1, X2, X3,....Xn} 1s a chain with
X1<X2< X3...<Xn . Then

deth= )] [/ (0)- 5.

Proof:
By using theorem,
If Sisa S-prime Join —closed then

det[S] = Hl(gs’ (x))and the result,
= £(5) f (O (131 (5
£(5)26(13)-
f(5)*(9)
We have ,
det [S]e= £(5) [f(9) (9)][f(13)-f(5)]
det[S], = g(1) g2 g(3)
Then, det

k=) L) - £ )
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Hence Proved.

Theorem:3.18
Let T={y1,y23,..ym } be a S-prime

Volume : 6 [Issue : 5 | May 2016 | ISSN - 2249-555X | IF : 3.919 | IC Value : 74.50

det [S]¢
zdet[E(klsz""7kn)2gT,_f(y)k17>gT,f(y)kZW"gT,_f(y)lm]

1<k .. <k, <m

Hence proved.

Theorem:3.19

If X and Y are Meet Closed and Lower

Closed sets

Join—closed subset of P containing S={
X1, X2, X3,...Xn }. Then,
det [S]e =
Zdet[E(kl>k2""’kn)2gf,f(y)kl’gT,f(y)k2”"'gT,f(y)kn] then
1<k<.<k,<m
Where, E=E(S,T)
Proof:

[S]r=BAET, also det(E) =
det(E"), by using known theorem,
Now we consider the example
S=1{2,3} and T={1,2,3} .Then,
fA@2v2)+D) f42v3)+])
[S]/ =[/(4(x, ij)'l'l)] :{

4GBV +]) f(4B3v3)+1)
9  f(25

/@5 f (13)]

The incident matrix of S&T is,

110}

E=E(S,T)=[l O

|

EAE'=

|

1 10]
111

won - 1y
where g(dl,) Wﬂw d)
<d f
Proof:
To get the proof, by using the
theorem
(3.6) and (3.7).
Theorem:3.20
Let Xi = X\{xi} and Yi =
Y\{yi} for
1=1,23,...,0n.If M 1s invertible
then
the inverse of M isthe nxn
matrix
B=(bij) where bj=
a;
det(M)’
where @ is the co-factor of
-
entry of M.
Proof:
It is a general method wused
to prove.
Theorem:3.21
LetXi = X\{xi} and Yi =
Y\{yi} for
1=1,2,3,...,n.If M is invertible
then the
inverse of M isthe nxn
matrix B=
(bij), where
(=)™
")) det( Hf
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X

Zdet E(Xj)(kl,kz,...kn-l)det E(Yi)(kl,kZ,..kn—l)

1<k <k, <...<k,<m

XgD,l(dkl)gD,i(dkz)"'gD,i(dk”’l

)

f

Proof:

Since bjj =

/ /

(Zﬁ

det(M)

, wherea; 1s

the co-factor of ji-entry of M.
It is easy to see that

@i = (1) det[Xj 2 ]f'

By theorem (3.6) we see that

det[X;, Yi]t =

Zdet E(Xj)(klkz,..kn-l) det E(Yi)(klkz,..kn-l)

Ki<k2<.. <kn-1 S_M

I<

X

g (d)g (d,)...g (dx, )
D,— D,— D,

A

s S

combining the above equations we
the theorem.

Example:
Construct the 2 x 2 S-Prime Join
Matrix onthe LCM closed sets X=

obtain

1,2}

and

Y ={2,5}.Then by using the definition

2.7),

M =[fij] where fij=

(4x; +1)(4y; +1)
4x; A p;)+1

By using the definition of f and

U(x,y) we obtain;

fii=9, fi2=21,

£1=9, £2=189/5

9 21
189

e

5

Since det(M) =
Hf (x;)f (:)g(d;) where  g(di) =

2

d j <dj,

u(d; . d,

1))

)
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here D ={1,2} each die x, Ay, fori,}
=1,2.

f(x1) =1f(1) = 35, f(x2) =1(2)=9,
fly1)=1(2) =9, f(y2) =1(5) =21

o) =gty = YUY 40D
i= fd)) S
1
5
gld) = g(2) =
Zu(d,@) _p(2)  p22) _
in fd) S f(2)
-4
45
Thus det(M) = f(D(2)f(2)f(5)g(1)g(2)
_ 756
5
Find M , by using the theorem, B =
(bi) where b, :iMﬁ
det(M)
1+1
b = =) M, = L
det(M) 4
1+2
12= (_1) M, = i
det(M) 36
similarly, b21 = 5/84, b2 = -5/84
-1 5
-1
eSS
84 84
4.Inverse of the Reciprocal S-Prime
Join Matrices

Definition :4.1

Let X={x1,x2,...,xn} and

Y = {y1y2,...,yn} be two subsets of P
and the nxn Reciprocal S - Prime

Join Matrix on X and Y with respect
to R is defined as R =[X,Y]r = [ri]

4(x; ny;)+1
where 7, = .
T (4x, + D4y, +1)
Definition:4.2
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Let X and Y be two Lower Closed
subsets of P then

det(R) = ]"l[r(x)r(y)"(d)

W . d .

where h(d)= ) (dl df).

i< "d,
Definition:4.3

If R is invertible then the inverse of R is

nXn matrix H=(hij) where hj = and

det(R)
1ji is the cofactor of the ji —entry of
1\t
S
det(R)

R.Therefore, hjj=

Example:
Construct the 2X2 reciprocal S-Prime
join matrix onthe LCM closed sets
X={1,2} and
Y ={2,5}.
By using the definition of (2.8),
A Ayt
(4x, +1)(4y; +1)

=119, r2=1/21,121=1/9 12 =5/189

1
21
5

189

Find det(R), by using the definition
(4.2),

det(R) = f[r(x,-)r(y,-)h(df)

Tij

=
I
O | — o | —

id.d)
here h(d) = Tf
where d%i ; dj

and D={1,2}
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= + =

h)- Zu(d,-,z)_ ul2) w2 _ o,

d;<2 rd;) ) 2

O | —
O | —

!
5

Find R' by using the
definition(4.3), we get;

= 7=
)" oy 4

)Y g KA

1+2
hip = (_ 1) "

Tda®) 4

Similarly, ha1 =-189/4, h» =189/4

45 8l
7 T s -8

“R'=| 8 =-

189 189 | " 4(-189 189
4 4
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