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INRODUCTION:
In statistics, a categorical variable (also called qualitative variable) is a 
variable that can take on one of a limited, and usually xed, number of 
possible values, assigning each individual or other unit of observation 
to a particular group or nominal category on the basis of some 
qualitative property. In computer science and some branches of 
mathematics, categorical variables are referred to as enumerations or 
enumerated types. Commonly (though not in this article), each of the 
possible values of a categorical variable is referred to as a level.The 
probability distribution associated with a random categorical variable 
is called a categorical distribution.

Categorical data is the statistical data type consisting of categorical 
variables or of data that has been converted into that form, for example 
as grouped data. More specically, categorical data may derive from 
observations made of qualitative data that are summarised as counts or 
cross tabulations, or from observations of quantitative data grouped 
within given intervals. Often, purely categorical data are summarised 
in the form of a contingency table. However, particularly when 
considering data analysis, it is common to use the term "categorical 
data" to apply to data sets that, while containing some categorical 
variables, may also contain non-categorical variables.

A categorical variable that can take on exactly two values is termed a 
binary variable or a dichotomous variable; an important special case is 
the Bernoulli variable. Categorical variables with more than two 
possible values are called polytomous variables; categorical variables 
are often assumed to be polytomous unless otherwise specied. 
Discretization is treating continuous data as if it were categorical. 
Dichotomization is treating continuous data or polytomous variables 
as if they were binary variables. Regression analysis often treats 
category membership with one or more quantitative dummy variables.

Data and variables:-
1. Nominal variable is one where the values fall into unordered 
categories  (e.g. gender, religion, color of the eyes, or blood groups). 
Even though numbers are used to represent the categories, like 0 for 
males and 1 for females, for performance of statistical procedures in 
computers, it is important to remember that there is no order in these 
categories and there cannot be an average of 0.5 genders.

2. Ordinal variable has ordered categories, but the differences between 
the categories cannot be considered equal. For example, though numbers 
are used to denote the stages of cancer, the difference in the severity of 
disease between stages I and II may not be the same as between stages II 
and III. The numbers only signify the order.  Other examples are power of 
muscles, severity of dyspnea, and class of occupation.

3. An interval variable has all the characteristics of an ordinal variable, 
and also, the differences or distances between any two values on the 

scale are equal, but the zero point is arbitrary. Examples are 
temperature measured as Celsius and the intelligence quotient (IQ). 
The difference between IQ 50 and 70 is same as the difference between 
IQ 90 and IQ 110; but because the zero point is articial and movable, 
IQ 100 is not twice as high as IQ 50.  

4. A ratio variable has all the characteristics of an interval variable and, 
in addition, has a true zero point. Only when the zero point is 
meaningful, the ratios between the numbers are also meaningful. 
Height, weight, and most laboratory test values are ratio data.  

Variables can also be classied as qualitative and quantitative. 
Nominal and ordinal variables are otherwise known as qualitative, and 
interval and ratio variables, which can either be discrete or continuous, 
are called quantitative. One thing to remember is that for quantitative 
variables, it is the measurement that is expressed numerically; but in 
qualitative variables, the numbers are frequencies of the categories in 
the variable. For quantitative data, a continuous variable like systolic 
blood pressure 114 mm Hg is the measurement; for quantitative data, a 
continuous variable like systolic blood pressure, 114 mm Hg is the 
measurement. But for qualitative data, a nominal variable like 
recovered from a disease or dead, the numbers who have died is the 
count or frequency. Nominal and ordinal variables are measured in 
categories and, therefore, are also called categorical variables. In 
experimental research, one variable is manipulated and effects are 
observed in another variable. The outcome of interest, which changes 
in response to the intervention, is the dependent variable and the 
intervention is the independent variable. Hypertension is dependent on 
factors like salt intake, exercise, and stress. Therefore, hypertension is 
a dependent variable and salt intake, exercise, and stress are 
independent variables. 

Distribution of Data:
On measuring any variable in a large number of individuals, we call the 
pattern of values obtained a distribution.  In biology, most continuous 
variables in interval or ratio scale are distributed normally when the 
number of measurements is fairly large (i.e. more than 30), and the 
frequency polygon tends to get smoother . A normal distribution is a 
bell-shaped symmetrical curve where the mean, median, and mode 
coincide as 50% of the values are above the mean and most of the 
values are close to the mean. In addition to all these, in a normally 
distributed data, the mean and variance are not dependent on each 
other. Even if the mean changes, the proportion of values that lie 
between the mean ± 1SD (68.2%), mean ± 2SD (95.4%), and mean ± 
3SD (99.8%) remains the same in a normal distribution. The name 
"normal" is a little unfortunate as the distributions, which do not t into 
this shape, are in no way abnormal. [7] Contrary to the belief, many 
variables in medical science may not follow normal distribution, for 
example, the number of children a family can have or the timing of 
patients' arrival at the emergency department. Lack of symmetry in the 
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frequency distribution is called skewness. A frequency distribution 
that has a long tail extending to the right is known as positive skewness 
or skewed to the right and the one that has a long tail extending to the 
left is known as negative skewness or skewed to the left . But in the 
history of statistical methods, the rst techniques of inference that 
were developed and the ones most commonly used, including z-test, 
Student's t-test, analysis of variance (ANOVA), correlation, and 
regression, are based on assumptions that the data follow a normal 
distribution. If the assumption of normality is violated, interpretation 
and inference may not be reliable or valid.  Therefore, it is necessary to 
assess the normality of data before proceeding with these statistical 
procedures. Normality of data can be assessed either visually by use of 
normal plots,  the numerical methods which include the skewness and 
kurtosis coefcients,  or by using signicance tests.  Though visual 
inspection of data is less reliable, it is preferable that normality be 
assessed both visually and through normality tests.  The normality 
tests are supplementary to graphical assessment. The frequency 
distribution (histogram), stem-and-leaf plot, boxplot, P-P plot 
(probability-probability plot), and Q-Q plot (quantile-quantile plot) 
are used for checking the normality visually.  The most common tests 
used for the assessment of normality are Kolmogorov-Smirnov (K-S) 
test, Lilliefors corrected K-S test, Anderson-Darling test, and Shapiro-
Wilk test.  If the test is signicant, the distribution is non-normal. But 
these tests should be used cautiously for small samples (30 and below), 
as they have less power for small sample sizes. Of all these tests, 
Shapiro-Wilk test is the most powerful test for all types of distribution 
and sample sizes, whereas Kolmogorov-Smirnov test is the least 
powerful test.  

Application and distribution of data

Distribution is a most commonly used concept in research and 
acquaints with the shape of the data. Most of the time when a 
researcher collects data, s/he wants to know about the characteristics of 
the study sample. Let's say, an investigator is interested to know the 
cancer site of rst 100 patients diagnosed in a tertiary care hospital in a 
specied year. S/he would just select 100 patients, gather information 
from the lab about the diagnosis, and summarize data. These data 
might give statistics such as the average age, gender, eating habit, and 
smoking pattern, number of breast cancer cases and so on. All of these 
statistics simply describe characteristics of the sample and are 
therefore called descriptive statistics. The probability distributions are 
the part of descriptive statistics to describe the shape of the data and 
possibly predict the probability of an event. Although there are a 
number of probability distributions as shown in the gure, majorly 
three distributions are used in medical research studies i.e. Binomial, 
Poisson and Gaussian/Normal distribution.

Binomial distribution has very wide application and it is important as it 
allows us to deal with the outcome belongs to two categories such as 
accepted/rejected, yes/no or male/female. It is a probability model for a 
discrete outcome with dichotomous nature. It gives you the probability 
of m successes among n trials of any event. For example, there are 40 
kidney cancer patients and we are looking for 5-year survival of 16 
patients. The individual patient outcomes are independent and if we 
assume that the probability of survival is p = 0.20 or 20% for all 
patients then the required probability will be 0.2%.

Similarly, you may nd several options such as what is the probability 
of at least 16 patients survives, more than 16 patients survives etc.

Poisson distribution describes the behaviour of rare events (with small 
probabilities) such as patients arriving at an emergency room, 
decaying radioactive atoms, bank customers coming to their bank, 
number of suicide cases in adolescence. Let us say your local hospital 
registered a mean of 2.3 patients arriving at the emergency department 
on Saturday second half. You can nd the probability of exactly four 
patients arrives on a randomly selected Saturday's second half.

The most important continuous probability distribution is the Gaussian 
or Normal Distribution. It is a bell-shaped slider and also known as 
symmetrical distribution. The normal distribution has some very nice 
properties. If two random variables have a normal distribution, their 
sum has a normal distribution. In general, all kinds of sums and 
differences of normal variables have normal distributions.

The normal distribution has only two parameters, the mean and the 
standard deviation (SD). By denition, about 67% of the values of a 
normal distribution is within ±1 SD of the mean, and about 95% are 
within ± 2 SDs. Skewed distributions (non-normal) are not 
appropriately described with the mean and the SD. The median and the 
interquartile range are more appropriate for describing non-normally 
distributed data as most of the time biological data is not normally 
distributed. Also arithmetic mean should not be used to average 
normalized numbers. In this case, the geometric mean is the right 
statistics to average normalized numbers.

Almost 90% statistical inference is based on normal distribution. 
There are hundreds of statistical tests, and tests will not give accurate 
results if their assumptions are not met. All parametric tests have an 
assumption of normally distributed data. So the most common 
application of normal distribution is to identify whether to select a 
parametric test or non-parametric test. There are many ways to identify 
whether data is normally distributed such as histogram, box-plot, 
outliers, normal quantile plot, Shapiro-Wilk test etc. However, most of 
the statistician assume data to be normal if SD is less than half of the 
mean.

Other applications of a normal distribution are to nd probabilities 
from given values of a random variable and to nd cut-off values of a 
random variable from a given probability. The entire theory of linear 
regression is based on the assumption of normality.
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