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Speech enhancement seeks to eliminate noise in a variety of environments, the most prominent of which are telecommunications 

applications. After over thirty years of research throughout the world, no perfect solution exists to this problem. The objective of 

our work is to implement a novel speech enhancement algorithm, which offers superior noise reduction over current methods. 

All speech enhancement systems suffer from distortion or residual noise due to imperfect noise removal. Some variations are 

more promising than others. One such method is signal subspace speech enhancement. However, this algorithm can only 

update the noise estimate when speech is absent, and suffers degradation in performance in many different noise types. The 

system designed in this thesis takes the subspace method as its basis and develops a robust and accurate noise estimation 

algorithm that can update the noise estimate throughout the signal, not just in speech absence.

ABSTRACT

1. Introduction
Whenever a microphone records speech, unwanted noise 
is record. This noise depends on the environment and can 
range from anything such as computer fan noise, car engine 
noise to factory floor noise. Figure 1 shows how noise intro-
duces in speech using a microphone. The goal of any speech 
enhancement system is to suppress or completely remove 
the unwanted noise while maintaining the quality and/or in-
telligibility of the speech. This has been an ongoing area of 
research was proposed in 1979 by Boll in [1]. 

Figure: 1 Basic diagram for noise introduce in speech via mi-
crophone

Figure: 2 Basic blocks to removed/reduced noise

Much progress has made in the development of single- mi-
crophone noise reduction for hearing aid and speech com-
munication. Figure 2 shows the basic method for removing 
the noise from noisy speech signal. Noise is everywhere and 
in most applications that are related to audio and speech, 
such as human-machine interfaces, hands-free communica-
tions, voice over IP (VoIP), hearing aids, teleconferencing / 
telepresence / telecollaboration systems, and so many oth-
ers, the signal of interest (usually speech) that is picked up 

by a an audio source is generally contaminated by noise. In 
many speech related systems like mobile communication in 
an adverse environment, the desired signal is not available 
directly; rather it is mostly contaminate with some interference 
sources of noise. These background noise signals degrade 
the quality and intelligibility of the original speech, resulting 
in a severe drop in the performance of the applications. The 
degradation of the speech signal due to the background noise 
is a severe problem in speech related systems and therefore 
should eliminate through speech enhancement algorithms. 
The majority of these algorithms have found to improve lis-
tening comfort and speech quality. Past intelligibility studies 
conducted in the late 1970s found no intelligibility improve-
ment with the spectral subtraction algorithm. Noise-reduction 
algorithms implemented in wearable hearing aids revealed 
no significant intelligibility benefit, although they have found 
to improve speech quality and ease of listening in hearing-
impaired. Some of the noise-reduction algorithms proposed 
for hearing aids rely on modulation spectrum filtering, others 
rely on which in some cases, might be more damaging than 
the background noise itself. 

2. Brief Review
The basic fundamental spectral and noise information indi-
cates in this section.

2.1. Spectral Subtraction 
The earliest and most commonly used method of speech 
enhancement is magnitude spectral subtraction, [1]. Figure 
3 shows the spectral subtraction method. Speech and noise 
are assumed to be additive and un correlated, therefore, if an 
estimate of the noise spectrum can be found for a particular 
frame of a noisy speech signal, then an estimate of the clean 
speech signal can be calculated by subtracting it from the 
noisy signal as described by the flowing expression:

 (1)

Where, is the estimate of the clean frequency 
spectrum for a given frame,  is the noisy spec-
trum for that frame, and  is the noise spec-
trum estimate. An estimate of the clean speech has recovered 
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by applying the inverse DFT to , to give
. Since the human ear is relatively insensitive to phase, 

the phase angle of the noisy signal can be use when recon-
structing the speech.

Figure: 3 Spectral subtraction system overview

This is quite a computationally simple system; however, noise 
estimation is a non-trivial problem, still without an optimal so-
lution after almost thirty years of research. There are many 
different methods of noise estimation.

2.2. Drawbacks of Spectral Subtraction
Spectral Subtraction may be straightforward to implement, 
and although reducing the noise significantly, it has some se-
vere drawbacks. It is clear that the effectiveness of spectral 
subtraction is heavily dependent on accurate noise estima-
tion, which is a difficult task to achieve in most conditions. 
When the noise estimate is less than perfect, two major prob-
lems occur, musical noise and distortion.

2.3. Musical Noise
Musical noise occurs when random short sinusoids, which 
are tone-like in sound, is created due to flaws in the noise 
estimate, making the noise removal imperfect, [2].

  (2)

e is the error, the difference between the clean estimate 
 and the actual clean signal .

Musical noise artifacts are randomly distributed over time and 
frequency because some, but not all, of the frequency com-
ponents are removed from the noisy signal. Perceptually they 
are very annoying to the listener, due to their randomness 
and unnatural quality. Studies show than many listeners find 
musical noise more disturbing than the original noisy signal. 
Since the ultimate goal of speech enhancement is to provide 
good quality speech for human listeners, this is a severe flaw.

Figure: 4 Spectrograms of (a) clean, (b) noisy and (c) en-
hanced signals, respectively.

In figure 4 it can be seen that while spectral subtraction en-
hances the speech, it is at the cost of random, perceptually 
annoying, musical noise. Comparing the sections circled in 
figure 4 (a), (b) and (c) it is evident that the enhanced signal 
(c) contains random frequencies that are not present in the 
clean signal (a). This is an example of musical noise.

3. Noise Estimation
There are several distinct approaches to finding a good noise 

estimate, some of which are more useful in different situa-
tions.

3.1.  Two-Channel Method 

Figure: 5 Two-Channel Speech Enhancement overview 

A two-channel method, also known as adaptive noise can-
cellation [3,4], involves the use of two recording devices as 
shown in figure 5. One microphone is used to record the 
speech plus noise while a second microphone is placed in a 
position where it can pick up noise only. The input from the lat-
ter microphone is use to calculate the spectrum of the noise in 
the noisy signal. This only works in a stationary environment, 
where the noise source is known, for example where the 
noise from a car’s engine might interfere with mobile phone 
conversation. A microphone attached to a hands-free mobile 
phone docking station could be place appropriately to pick-up 
car engine noise, but not speech.

In practice, it is problematic to find a suitable location for the 
second microphone, due to the difficulty of placing the micro-
phone in a location where speech cannot hear, but noise can. 
The level of input noise detected by the second microphone 
may be different from the actual noise picked up by the mobile 
phone’s microphone due to their relative distances from the 
noise source.

3.2. Voice Activity Detection
Voice activity detectors aim to calculate which frames of a 
noisy signal contain speech and which do not. Noise statistics 
are estimated and updated every time a frame is judge not to 
contain speech, i.e. noise-only frames.

Figure: 6 Voice Activity Detection overview

One example of a VAD involves calculating the number of 
times the signal amplitude crosses the x-axis (i.e. the ampli-
tude is zero) in a frame. This is called the Zero Crossing Rate 
(ZCR). Non-speech frames have a lower average ZCR than 
noisy speech frames, since they contain less signal informa-
tion. Therefore, if the ZCR for a given frame is below a certain 
threshold value, δ, it is determined to be a noise-only frame. 
Otherwise, it is determined that the frame contains speech as 
well as noise.

Rabiner’s VAD algorithm [7] uses the ZCR along with the 
short-term energy of the noisy signal to determine the pres-
ence (or absence) of speech in each frame. If the noisy signal 
energy in frame , , rises above the average 
estimated noise energy , then it is likely that 
frame  contains speech plus noise. Otherwise, it is a 
noise-only frame.

 (3)
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Where is the VAD output, with 1 representing a 
speech frame and 0 representing a noise-only frame.

However, there are difficulties common to all VADs [9]. Firstly, 
there is the situation where the noisy signal contains mostly 
speech with very few speech pauses, meaning the noise up-
dates are rare. In that, time the noise may have varied suffi-
ciently to make the estimate inaccurate. This produces errors 
in the enhanced speech, such as musical noise and distor-
tion, as discussed earlier. Even theoretical VADs, which per-
fectly decide between noise and speech frames, can produce 
poor results if the speech pauses are too infrequent or if the 
noise changes too rapidly.

Secondly, most VADs have difficulty distinguishing correctly 
between noise and speech at low SNRs, these results in the 
estimated noise spectrum containing speech components, 
become incorrectly attenuated, resulting in loss of speech in-
formation or distortion.

4. Results
Here, we get the result by using a method “Computationally 
Efficient Speech Enhancement by Spectral Minima Tracking 
in Sub bands”. Doblinger, [8] was amongst the first to imple-
ment a noise estimation algorithm that did not rely on voice 
activity detection. This technique based on tracking the mini-
ma of the noise power in each subband.

The algorithm summarized as follows:

· The noisy signal power in the Kth sub band at frame  
is denoted by 

· The noisy signal power estimate is smoothed using

 (4)

Where  the average is noisy signal power, 
and α is the smoothing parameter.

· The noise power estimate in frame  is calculated by:

 (5)

Where represent the noise power estimate.

The parameters a, b and γ were experimentally chosen as 0.7 
≤ a ≤ 0.9, β = 0.96 and the noise smoothing parameter γ was 
chosen very close to one, γ = 0.998.

The major drawback in Doblinger’s algorithm is evident in fig-
ure 7. The algorithm cannot distinguish between an increase 
in noise power and an increase in speech power, resulting 
in an overestimation of noise power during speech frames. 
For example in the region between frame 190 and frame 230 
above the noise power estimate, has 
followed the speech power. Hence, distortion occurs in the 
estimated clean signal, due to this noise over-estimate.

Figure: 7 Noise estimation in subband 17 using Doblinger’s 
algorithm
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