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ABSTRACT

Data analysis plays an obligatory role for understanding various phenomena like clustering and classification. Clustering is 
a process of grouping a set of objects into clusters based on similarity. Fuzzy metagraph is a talented technique used in the 
design of many information processing systems like transaction processing systems, decision support systems and workflow 
Systems. In this paper a new approach is proposed that allows the usage of fuzzy metagraph based clustering to represent 
the discovered knowledge. Some ideas on the application areas of fuzzy metagraph based clustering algorithms are given.
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Introduction:
Graphs are general and powerful data structures that can be 
used to represent diverse kinds of objects. Clustering plays an 
important role in computer network, data mining and machine 
learning. It is considered powerful tool for model construction. 
Graph based clustering methods are normally based on some 
kind of connectivity of the nodes of a graph representing the 
data set. In the last three decades plenty of algorithms for 
graph based clustering using either optimal or approximate 
methods have been proposed with the specific aim of reduc-
ing computational complexity of the clustering process. 

The clustering can be classified as hard clustering, soft clus-
tering and fizzy clustering. Hard clustering is the same object 
can only belong to single cluster. Hard clustering algorithms 
allocate each object to a single cluster during their operation 
and in its output. Soft clustering is the same object can belong 
to different clusters. Fuzzy clustering methods assign de-
grees of membership in several clusters to each input pattern. 
Clustering and fuzzy logic together provide simple powerful 
techniques to model complex systems. Fuzzy logic is efficient 
theory to handle imprecision.

The clusters are classical (crisp) sets, a vertex is either in-
cluded in a cluster or not, every vertex belongs to exactly one 
of the clusters, the clusters are fuzzy sets and a vertex is 
included in a cluster with a given grade of membership [0, 1]. 
Where 0 is not included, 1 is fully included, between 0 and 1 
is partially included, clusters are treated as fuzzy sets, the ad-
ditional constraint that the sum of the weights for each object 
must equal to 1. The fuzzy clustering approach is more likely 
to overcome the local minimum than hard clustering approach 
because it makes soft boundaries among clusters through the 
use of fuzzy membership values. 

Related works
Ágnes Vathy Fogarassy and Balazs Feil have used graph the-
oretic divisive clustering algorithm is based on construction 
of the MST. They have presented a new splitting principle to 
improve the performance of the MST based clustering algo-
rithm. The calculated similarities of the clusters can be used 
for the hierarchical clustering, in which information is useful 

for cluster merging and for the visualization of the clustering 
results [1]. Bill Andreopoulos and Michael Schroeder have 
presented a set of desirable clustering features that are used 
as evaluation criteria for clustering algorithms. They have 
compared different clustering algorithms of all approaches 
and data types on the biomedical applications [2].

Deepti Gaur and AdityaShastri proposed a model for me-
tagraph data structure and meta network.  They have used 
graph based data mining technique and they proposed fuzzy 
metagraph method of clustering to find the similar fuzzy 
nodes in a fuzzy metagraph. They have used Triangular 
Norms functions and join two or more T norms to cluster the 
fuzzy nodes [8-13]. Zheng-Hua proposed a Fuzzy Metagraph 
based knowledge representation in both graphic and alge-
braic format. They used introduced the concept of indexing, 
which was originally developed for information retrieval [30]. 
Thirunavukarasu and Uma Maheshwari have proposed a 
model for fuzzy metagraph based data structure and decision 
support system. They have developed an efficient algorithm 
for the Fuzzy metagraph ADT and have discussed about the 
vague metagraph based technique and their applications [22-
26].

Jin-Tai Yan and Pei-Yung Hsiao have proposed fuzzy clus-
tering based approach is implemented to obtain a better 
two-way partitioning with area-balanced constraints on circuit 
benchmarks [14]. Oleksandr Grygorash and Yan Zhou have 
proposed two MST based clustering algorithms. The MST 
clustering algorithm is to be capable of detecting clusters with 
irregular boundaries. The algorithm produces a k-partition of 
a set of points for any given k [17]. 

Rajul Anand and Chandan K. Reddy have presented a nov-
el constrained graph-based clustering method based on the 
chameleon algorithm. They proposed a new framework for 
embedding constraints into the graph-based clustering algo-
rithm to obtain talented results [20]. Satu elisa schaeffe  have 
given an overview of some of the essential definitions and 
techniques of graph clustering and measures of cluster qual-
ity. They have presented global algorithms for producing a 
clustering for the entire vertex set of an input graph, the task 
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of identifying a cluster for a specific start vertex by local com-
putation [21].

M.S. Yang has taken survey of fuzzy clustering based on 
three categories like fuzzy relation, objective function and 
nonparametric classifier [27]. Young-Seol Lee and Sung-Bae 
Cho have proposed an efficient genetic algorithm to solve 
graph coloring problem in short time. The method decrease 
the evaluation cost by reducing the number of evaluation us-
ing fuzzy clustering [28].

3. Graph-based Clustering Methodology

Fig .1. Graph based clusters is constructed from a graph 

Figure 1 shows an example of graph based clustering meth-
od, the graph may be direct or indirect, if graph contains cycle 
or loop then we can merge the loop of vertices into single 
node or metagraph vertex. So that graph is transfer to me-
tagraph with help of clustering method. Figure 2 shows an 
example of a graph is transfer to metagraph.

A graph is a triple G=(V,E,W) where V={v
1
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,…,v

n
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of vertices, E⊆V×V is a set of edges, and W =(W 
ij
) is called 

adjacency matrix in which each element indicates a non-neg-
ative weight W 

ij
 ≥ 0 between two vertices v

i 
and v

j
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n
} be a set of data points,  S =S 

ij
 be the similarity 

matrix in which each element indicates the similarity S 
ij
 ≥ 0 

between two data points x
i
 and x

j
. S is also generalized adja-

cency matrix, Degree of node d
i 
= . 

The general methodologies of graph-based clustering are Hy-
pothesis, Modeling, Measure, Algorithm and Evaluation

Fig .2. Example of a Graph is Transfer to Metagraph 
.
4. Metagraph and Fuzzy Metagraph

Fig. 3. Example of metagraph
A metagraph S = {X, E} is a graphical representation consist-
ing of two tupelos X and E. Here X is its generating set and E 
is the set of edges defined on generating sets. Figure 3 shows 
an example of metagraph X = {x1, x2, x3, x4, x5, x6, x7} is the 
generating set and E = {e1, e2, e3, e4} is the set of edges. 
The edge set can be specified as E = {<{x1, x2}, {x4}>, <{x2, 
x3}, {x5}>, < {x4, x5}, {x6, x7}>, < {x5}, {x7}>}. In-vertex is a 
function having one argument which can find out the internal 
vertices from a given set. In-vertex (< {x4, x5}, {x6, x7}>) = 
{x4, x5}. Out-vertex is another function having one argument 
which can find out what are the out vertices from the given set. 
Out-vertex (< {x4, x5}, {x6, x7}>) = {x6, x7}. Generally the edg-
es of the metagraph are labeled as: e1 = <{x1, x2}, {x4}>, e2 
= <{x2, x3}, {x5}>, e3 = <{x4, x5}, {x6, x7}>, e4 = < {x5}, {x7}> 
[9, 24]. Let G = (V ,σ, μ) be a fuzzy graph if V is the non-empty 
set of vertices or nodes.σ :V →[0,1], a fuzzy node set of G , μ 
:V × V →[0,1], a fuzzy edge set of G such that for all x , y∈ V 
,μ(x, y)≤σ ( x)∧σ ( y) . 

A fuzzy metagraph is a triple S ={X, X , E } in which X  is a fuzzy 
set on X  and E  is a fuzzy relation on X×X A fuzzy set X on X 
is completely characterized by its membership function µ:X→ 
[0, 1] for each x X, µ(x) is the truth value of the statement of 
“x belongs to X ”. E  is a fuzzy edge set { e m ,m=1, 2, 3,.. m}. 
Each component e  in E  is characterized by an ordered pair <

mV , mW >. In the pair mV  subset of X  is the in-vertex of me  and mW  
subset of W  is the out-vertex.  The membership value of an 
edge is also called certainty factor (CF) of the edge.

Fig. 4. Example of Fuzzy  Metagraph

Figure 4 shows the fuzzy metagraph whose element set is X 
= { X

~
1, X~ 2 ,..., X~ 6 } is known as fuzzy Meta Node and whose 

edge set consists of: e
~1 = <{ X~ 1, X

~
2 }, {  X

~ 3 }> and e~ 2 = <{ 
X
~

3, X
~
4 }, {  X

~
5, X

~ 6 }> , the in-vertex and out-vertex of e~ 1 are 
{ X

~
1, X

~
2} and { X

~
3}.

5. Metagraph and Network Based Clustering
In computer networks, clustering may be used to identify rele-
vant substructures and to analyse the connectivity for purpos-
es of modelling or structural optimization. For networks with 
a dynamic topology, with frequent changes in the edge struc-
ture, local clustering methods prove useful, as the network 
nodes can make local decisions on how to modify the clus-
tering to better reflect the current network topology. Extraor-
dinary a cluster structure on a dynamic network eases the 
routing task .The Minimum Spanning Tree (MST) is subgraph 
of a graph, all the vertices must be there and edges may be 
or may not be there, it doesn’t have cycle and also optimal, it 
always looks best at the instant [1,8,17]. 

Figure 5 shows an example of the undirected based weight-
ed metagraph can be transformed in to MST based weight-
ed metagraph. This technique will helpful for QoS of shortest 
path method and clustering. From the above MST based me-
tagraph, the total cost or total weight is 20, it is also optimal 
solution and follows greedy algorithm techniques or divides 
and conquer technique. 

Divide and conquer technique for MST problem proce-
dure
1. Divide the graph into N sub-graph by clustering.
2. Solve each sub-problem separately using MST algorithm  

and
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3. Merge the sub-solutions and solve MST for the meta 
graph  

The MST based metagraph- clustering is to defined a map-
ping, the output of this algorithm shows the cluster as a set of 
ordered pairs (t

i
 , j) where f(t

i
) = K

j
.

Fig .5. Example of a weighted Metagraph is Transfer to 
MST based Metagraph 

Algorithm MST based metagraph 
Input: D={t1,t2,t3,..,tn} // set of elements
A // adjacency matrix showing distance (cost) between ele-
ments of metagraph

K // Number of desired clusters

Output: f // mapping represented as a set of ordered pairs

Partitional MST algorithm

M= MST(A)

Identify inconsistent edges in M, remove k-1 inconsistent edg-
es and Create output representation.

End
Metapath is a set of edges connecting a set of source elements 
to a set of target elements. The connectivity properties of me-
tagraphs can be used to determine whether a specific collec-
tion of models is sufficient to calculate a set of target variables 
from a set of input variables, possibly under a set of assump-
tions. MST-based metagraph are working to lead the splitting 
and merging process. The cost of constructing a MST is O (m 
log n), where m is the number of edges in the graph and n is 
the number of vertices. A Euclidean minimum spanning tree 
(EMST) is a spanning tree of a set of n points in a metric space 
(En), where the length of an edge is the Euclidean distance 
between a pair of points in the point set. 

The QoS routing can be formally defined as the problem that 
consists in finding an optimal-cost path or set of feasible cost 
paths from source to destination(s) subject to one or more 
constraints on the path. Scalability and efficiency of the QoS 
routing may be achieved by in network clustering. In networks 
based clustering, cluster based control structures provide 
more efficient use of resources for large dynamic networks 
and clustering can be used for transmission management and 
routing efficiency. 

According to Wireless Sensor Network (WSN), the sensor 
nodes are grouped into many clusters. The grouping of sen-
sor nodes is known as clustering (figure 6). In cluster forma-
tion, every cluster has a leader which is known as cluster 
head (CH). A CH is also one of the sensor nodes which have 
advanced capabilities than other sensor nodes. The CH is 
selected by the sensor nodes in the relevant cluster and may 
also possible by the user to pre-assign the CHs [7, 21]. Figure 
6 shows an example of the network or WSN based clustering, 
each cluster has a CH, one or more gateways and zero or 
more ordinary nodes. CH schedules transmission and allo-
cates resources within its cluster. Gateways connect adjacent 
clusters. CHs are Responsible for resource allocation and 
maintain network topology, election of CH optimally is criti-
cal. It acts as routers like forwards packets from one node to 
another. 

Fig .6. Example of network based clustering 

In order to decrease the number of nodes and data transmis-
sion time, network clustering contribute in the routing process, 
nodes that share the same class of equivalence are grouped 
together and form a cluster. A cluster itself can be viewed as a 
logical node like metanode. The network topology of the me-
tanodes may be a metagraph. Once the network of n nodes is 
clustered into k clusters, the routing overhead is reduced by 
the factor of n / k. For scalability, we need the number of clus-
ters k to be small. In any communication network, metagraph 
based clustering serves as a tool for analysis, modelling and 
prediction of the function, usage and end of the network.

6. Fuzzy graph and fuzzy metagraph based clustering al-
gorithm
The main advantage of the fuzzy graph concept is the very 
compact and easy to understand representation of a func-
tion. Graph based theoretic clustering methods are normally 
based on some kind of connectivity of the nodes of a graph 
representing the data set.  Figure 7 illustrate a typical exam-
ple of cases in which simply remove the k-1 longest edges 
does not necessarily output the desired fuzzy graph based 
cluster structure. 

Fig .7.Clusters connected through a point of fuzzy graph

An un directed edge weighted graph defined as  G = ( V, E), 
Where V = { x 1, x2 ,..., xn } and E = { y 1, y2 ,..., ym}. Fuzzy 
clustering constraints on  separated groups are formulated 
, the grades of membership and the fuzzy functions in clus-
tering groups for the vertex set V are introduced as follows : 
Every function u

i
 : V→ [0,l] is said to assign to each x

k
  ∈V its 

grade of membership in the ith fuzzy group. The fuzzy func-
tion u

i
 is called the ith fuzzy set of V. In order to partition V by 

means of fuzzy sets, there exist some clustering constraints 
among the fuzzy membership of the vertex set V. Given a 
vertex set V and M2n is the set of real 2 x n matrices [14, 25, 
28]. V = (xl, x2 ,..., xn), a fuzzy graph partition of V can be 
represented by a fuzzy matrix U∈M2n whose entries satisfy 
the following conditions.

1. Row i of U, say U
i
 = (u

il
, u

i2
) exhibits the ith membership 

function (or ith fuzzy set) of V.
2. Column j of U, say Uj = (u

lj
, u

2j
) exhibits the values of the 

2 membership functions of the jth datum in V.
3. u

ik
 shall be interpreted as u

i
(x

k
), the value of the Member-

ship function of the ith fuzzy set for the kth datum.
4. The sum of the membership values for each x

k
 is 1 (u

l-

+u
2k

=l for all k).
5. No fuzzy subset is empty and No fuzzy subset is all of V.

Let U ∈ M2n be a fuzzy graph partition of V and let v = (v1, v2) 
be the group centers, 
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vi ∈ V. The ith objective function J
i
 :

   

J (U, v) = J
1
 (U, v

1
) + J

2
 (U, v

2
)

Fuzzy graph clustering can be stated as an approach which 
attempts to find a solution for the following mathematical pro-
gram: Minimize J (U, v)

Subject to

u
lk
 + u

2k
 = 1,u

ik
≥0,1≤k≤n, l≤i≤2,

x
i
∈ V, 1≤i≤n are vertices in the graph, v

j
∈ V, 1≤j≤2 are un-

known cluster centers,

U = { u
ik
 } is a 2 x n matrix, u

ik
 is referred to as the grade of 

membership of x
k
 in the ith row of the matrix U. According to 

necessary conditions of U and v, fuzzy graph clustering, via 
iterative optimization of J(U, v) on U and v, produces a feasi-
ble fuzzy graph partition of the vertices V = { xl, x2 ,..., xn ). 
The basic steps of the Fuzzy graph clustering algorithm are 
given as follows:

Algorithm Fuzzy Graph Clustering 
Input : An undirected edge-weighted graph;
Begin

1) Determine the clustering distance d
ij
 between x

i
 and x

j
, 1 

≤ i, j ≤n,
2) Initialize an arbitrary partition and establish a fuzzy matrix 

U,
3) Calculate the centers v = (v

1
, v

2
) using U as follows:

(1) Determine v
1
 such that J

1 
(U, v

1
) is the least,

(2) Determine v
2
 such that J

2 
(U, v

2
) is the least,

4) Calculate a new fuzzy matrix U’ using v = (v
1
, v

2
) as fol-

lows 

for k=1 to n do

if (xk  ≠  v1 
and xk  ≠  v2

)then

P=d2

1k
×d2

2k  
, Q=d2

ik
 (d2

1k
+d2

2k)

u’

ik   , 
1≤ i ≤2

else    u’

ik= 
1 if x

k 
= v

i

u’
ik= 

0  if x
k 
≠v

i  
,  1≤ i ≤2

end if

5) Compare U and U’; 

for 1≤ i ≤2, 1≤ k ≤n then stop

otherwise, U = U’, and Goto Step 3.

End
Conclusion:
Clustering plays an important role in computer network, data 
mining and machine learning. Recognition of groups so that 
similar objects belong to the same group, dissimilar objects 
belongs to different groups. Metagraph and fuzzy graph 
based clustering method may have compact time complex-
ity and space complexity. In this paper, we have developed 
hybrid clustering algorithm to fuzzy metagraph based clus-
tering algorithm with help of fuzzy graph clustering and MST. 
Network clustering and Fuzzy metagraph based Clustering 
algorithms may have used in the structural design, operation 
of Adhoc and sensor networks.
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