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ABSTRACT

The cloud computing model represents a new paradigm shift in internet-based services that delivers highly scalable distributed 

computing platforms in which computational resources are offered 'as a service'. Security is considered one of the top ranked 

open issues in adopting the cloud computing model includes data Integrity confidentiality. Wang proposed a enabling public 
audit ability and data dynamics for storage security in cloud computing. They achieved the integrity guarantee of data storage 

with support of public audit ability and dynamic data operations. However their protocol lacks in providing privacy of data which 

is one of the issue for the cloud data storage. In this we proposed a privacy preserving public verifiability for integrity of data 
storage in cloud computing. We are using RSA public cryptography to provide confidentiality of data. Our scheme is more 
secure than existing system.
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1. Introduction 
Cloud model represents a new paradigm shift in internet-based 
services that delivers highly scalable distributed computing plat-
forms in which computational resources are provisioned ‘as a 
service’. This new data storage “Cloud” brings about many chal-
lenging issues which have deep influence on the security and 
performance of the total system. One of the biggest concerns 
with cloud data storage are the data confidentiality and integrity 
verification at untrusted servers at server side. This is for sav-
ing money and storage space the service provider might delete 
rarely accessed files which belong to an normal client. So, the 
clients need that their data remain secure over the CSP. 

Encrypting the sensitive data before outsourcing to servers 
using cryptographic schemes can handle the issue of con-
fidentiality. However, the integrity of clients data in the cloud 
may be at risk due to the following reasons: The convention-
al cryptographic primitives for data integrity and availability 
based on hashing and schemes are not applicable on the out-
sourced data without having a copy of the data. 

In order to solve the problem of data integrity, many schemes 
are proposed under different schemes and security models 
[2], [3], [4], [5], [6], [7], [11]. Mostly the model,categories: pri-
vate auditability and public auditability. The private auditability 
achieves higher efficiency and public verifiability allows Third 
party Auditor (TPA) instead of client (data owner) to challenge 
the cloud server for correctness of data storage while not 
keeping private information. 

Although the existing schemes aim to provide integrity veri-
fication for different data storage systems, the problem of 
supporting both public verifiability and data dynamics has not 
been fully addressed. 

Recently, Wang et al.[15] proposed Enabling Public Auditabil-
ity and Data Dynamics for Storage Security in Cloud Comput-
ing using Merkle hash tree but they does not consider the 
problem of data confidentiality, which is one of the important 
issue for cloud data storage.

2. Related Work
Recently, many of growing interest has been pursued in 

the context of remotely stored data verification [2], [3], [4], 
[5],[6], [7], [8], [9], [10], [13], [14],[15][16]. Ateniese et al. 
[2] are the first one to consider public auditability in “prov-
able data possession” model for ensuring possession of 
files on untrusted storages. In their scheme, they utilize 
RSA-based homomorphic tags for auditing of outsourced 
data. In their work [12] Ateniese et al. propose a dynamic 
version of the prior PDP scheme. However, the system im-
poses a priori bound on the number of queries and doesn’t 
support for fully dynamic data operations i.e. it only allows 
only basic block operations with limited functionality and 
block insertions are not supported. In Enabling Public Au-
ditabity and Data Dynamics for Storage Security in Cloud 
Computing[13] Wang et al. consider dynamic data storage 
in a distributed scenario and the proposed challenge is re-
sponsible for both to determine the data correctness and 
to locate possible errors. In addition, public auditability is 
not supported in their scheme. Shacham and Waters [4] 
designed an improved PoR scheme with lots of proofs of 
security in the security model defined in [3]. They use pub-
licly verifiable homomorphic authenticators built from BLS 
signatures [16] which is based on the proofs which can be 
aggregated into a small authenticator value and public re-
trievability is achieved. Still, the authors consider only stat-
ic data files. Erway et al. [14] were the first to implement the 
constructions for dynamic provable data possession. They 
enhance the PDP model in [2] to support provable updates 
to stored data files using rank-based authenticated skip 
lists. This scheme is essentially a fully dynamic version of 
the PDP solution. 

All the existing schemes are aim at providing integrity veri-
fication for different data storage systems, the problem of 
supporting both public verifiability and data dynamics has not 
been fully addressed. 

Recently, Wang et al.[15] proposed Enabling Public Au-
ditability and Data Dynamics for Storage Security in 
Cloud Computing using Merkle hash tree. Their scheme 
achieved the integrity of data in cloud with support of pub-
lic verifiability and dynamic data operations. However, 
their scheme donot consider the confidentiality of data 
stored in cloud.
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3. Formulation and System Model
3.1 System Model
The representative network architecture for cloud storage 
service is illustrated in Fig. 1. Three different network entities 
can be identified as follows:

User: who stores the data in the cloud that can be either en-
terprise or individual customers.

Cloud Server (CS): an entity which is managed by the cloud 
service provider (CSP) to provide data storage service having 
significant storage space and computation resources 

Third-Party Auditor: who has expertise and capabilities that 
users may not have, is trusted to assess and expose risk of 
cloud storage services on behalf of the users upon request.

 

Fig.1 cloud storage architecture

In cloud data storage, a user stores his data through a CSP 
into a set of cloud servers, which are running in a Fig.1. Cloud 
Storage Service Architecture.

3.2 Threat Model 
The threats can come from two different sources: internal at-
tacks and external attacks. For internal attacks, a CSP can be 
self-interested, untrusted and possibly mal-icious. Not only it 
desire to move data that has not been or is rarely accessed 
to a lower tier of storage than agreed for monetary reasons, 
but it may also attempt to hide a data loss incident due to 
management errors, failures etc. 

For external attacks, data integrity threats may comes from 
outsiders who are beyond the domain of CSP.

3.3 Design Goals 
1. Storage integrity: to ensure users that their data are 

stored appropriately and kept intact all the time in the 
cloud.

2. Confidentiality: providing security for the data by using 
encryption technique such as RSA.

3.4 Preliminaries and notations
• F- the data file to be stored , which is denoted as a se-

quence of n blocks m1….mn ε Zq for some large prime q.
• fkey(.)- PseudoRandom Function (PRF) defined as: 

{0,1}*× key→Zq.
• πkey(.)-PseudoRandom Permutation (PRP) defined 

as:{0,1}*× key→{0,1}log2(n).
• H1(.),H2(.)→map to point collision-free hash functions 

defined as:{0,1}*→G, where G is a group.

Bilinear Map:-let G1, G2, and G be multiplicative cyclic groups 
of prime order q and let g1 and g2 be generators of G1 and 
G2 respectively and e be a bilinear map if e:G1×G2→G is a 
map with following properties:

Computable:There is a polynomial computable time algorithm 
to compute e(u,v) ε G1 for any (u, v) ε G.

Bilinear:For all ,1Gu∈  2Gv∈  and Zqyx ∈,

 
xyyx vueuue ),(),( = .  (1)

Non-degenarate: If g1 is a generators of G1 and g2 is a ge-
narators of G2, then 

1),( 21 ≠gge     (2)

For any ,, 121 Guu ∈
2Gv∈

),().,(),,( 2121 vuevuevuue =   (3)

Merkle Hash Tree (MHT): A Merkle Hash Tree(MHT) is a data 
structure[17], which is used to prove efficiently and securely 
that a set of elements are not damaged and not altered. It is 
binary search tree, where each of the leaf node contains hash 
value of authenticated data. While MHT is commonly used to 
authenticate the hash values of data blocks however, in this 
we further employ MHT to authenticate both their values and 
the positions of data blocks and compute the root in MHT.

Definitions 
The proposed scheme follows: KeyGen(1k)→(pk,sk)- is a 
random key generation algorithm that is run by the client to 
setup the scheme which takes a large security parameter k 
as input and produces a public/private key pair (pk,pr) based 
on RSA . 

Enc (F)→F’. The Client uses this algorithm to encrypt the un-
processed file F with the seal key ek and encode it.

SigGen(pk,sk,m)→ iσ is a(possibly random) algorithm run by 
client to generate verification of metadata which are signa-
tures. It takes public key pk, secrete key sk and file block(m) 
as inputs and produce metadata as output i.e 

iσ .

GenProof(pk,F’,Q,Ø)→P is run by cloud server to generate 
integrity proof of data storage. It takes public key pk, file F’, 
signatures Ø, and challenge query Q as inputs and produce 
output P, where P= ),( σµ

VerifyProof(pk,chal,P)→{0,1} - This algorithm runs by TPA to 
validate the Proof of integrity from cloud server which takes 
public key pk, challenge query Q , and proof P and return 
output as 1 in case of the integrity of file is verified as correct 
otherwise 0.

ExecUpdate(F’,Ø,update)→(F’’,Ø’,Pupdate).This algorithm 
run by server, it takes file F’, signatures Ø, and a data opera-
tion request “update” form user and produce updated file F’’, 
updated signatures Ø and a Proof Pupdate for the operation.

VerifyUpdate(pk,update,Pupdate)→this algorithm run by 
TPA. It takes public key pk, an operation request “update” 
and proof Pupdate from server if the verification success, it 
outputs 1 otherwise 0.

RSA Algorithm:
The RSA algorithm involves three steps: key generation, en-
cryption and decryption.

Key generation
RSA involves a public key and a private key. The public key can 
be known to everyone and is used for encrypting messages. 
Messages encrypted with the public key can only be decrypted 
in a reasonable amount of time using the private key. 

4. Proposed System
To ensure the integrity and Confidentiality of data storage we 
propose a new data verification protocol. It is designed based 
on merical hash functions. Our protocol consists of three 
phases: 1) Pre-processing 2) Data Integrity checking 

4.1 Pre-Processing
The processing of this as follows: first, it generates the public 
and private key pair using Keygen function and then client en-
crypts the file using encryption function. After encrypting the 
data file, it computes the signatures over the encrypted file 
using SinGen algorithm. Finally, the client sends Signatures 
and public key TPA. Algorithm of Pre-processing is
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Algorithm 1: Pre-Processing
1 . Client generate private key : g, 

α

g  

2.  generate public key gβ 
3.  Encript the file {F} g 
4.  Create the root for MHT . {H(R)} ,{dk}
5.  Sign the root sig(H(R))=H(R)

α
 

6.  Compute Signature f’{m’ i }
 }{ iσφ =  where 1<i<N

 
βµσ ])([ mi

ii mH=

4.2 Verification phase
 In this the TPA verifies the integrity of data as follows: first, the 
TPA creates a challenge and sends the server. After receiving 
a challenge, the server computes response and returns back 
to the TPA then TPA checks the integrity comparing response 
with signatures. 

The detailed verification phase is given in algorithm 2.

Algorithm 2 verification Phase
1:  Procedure
2:  generate the challenge query Q={i,Vi} 
3.  send {Q, pk}iεI to Server 
4:  for each query server calculates 
 

1G
iV

iIi ∈Π= ∈ σσ
 And 

 iiIi mV∈∑=µ

 
)......,1()).(( 11 niGuiHwhere xim

i =∈=σ
 

5:  server sends {F’,σ,T,} to TPA

 

6: TPA verify 
7. return 1
8. else 
9. return 0 
10. end if
11. end procedure

5. Security Analysis
In this section, we analyze that proposed scheme is more se-
cure than existing schemes against data leakage and data 
loss/damage. Our proof consists of two parts: Integrity and 
Confidentiality.

a)Integrity of data storage guaranty:
We need to prove that cloud server cannot generate valid 
response towards TPA without faithfully storing the data file.

Theorem 1. If cloud server passes the verification phase, then it 

must indeed possess the particular data stored correctly or not. 

Proof. This theorem consists of three steps 
1.  Initially we show that there exists no server that can forge 

a valid response {σ, μ, T} to pass the verification using 
equation (1). The integrity of this statement follows from 
theorem available in 4.2[ 8]

2.  Now, we show that if the response from {σ, μ, T} is valid, 
where μ=μ’+tH2(T) and T=(v2)t, then the important sam-
ple blocks in μ’ must be valid. This is obtained immedi-
ately by verifying the response using equation (2)

3.  Finally, in our scheme should detect all data corruptions 
if data has been corrupted during the verification phase. 
Assume that if server corrupts some of the blocks {mij}, in 
μ’, where μ’=m’j. This is achieved by checking response 
with previously computed signatures using equation (3). 
If not. It indicates that data has been corrupted.

Theorem 2: The stored data cannot be leaked to unau-
thorized parties
Proof: We prove that theorem in two steps: first, we show 
that no information on μ’ can be learned from μ, this is be-
cause the file is encrypted by using RSA-algorithm[19] where 
p and q values are chosen randomly and large. If attacker try 
to access a encrypted file, he need private key. If tries to get 
the private key by using public, however, it is impossible due 
RSA assumption. Therefore, according to our analysis, an 
adversary cannot get anything from encrypted file. Hence, it 
is proved that proposed scheme is more secure against data 
leakage.

6. Performance Analysis
According to the algorithm 1 and 2, we can demonstrate the 
overall workload of the computing and storage of each parties 
in our scheme as followed: 
• Client: who stores the private key α and decryption key 

dk of file; computes the public key β  and the signature 
Sigsk(H(R)) of the MHT root H(R). 

• TPA: stores the user’s public key g, encrypts/decrypts the 
file, computes the data blocks signature collection Ф, and 
verifies the both the equations during verification. 

• CSP: stores the signature Sigsk(H(R)), the encoded F’ 
and the Ф; generates the verification information μ and ω 
and then computes the Ωi for recovering the MHT. 

7. Conclusion
This approach is very secure. In order to attain data integrity 
we are verifying through are using Third Party Auditor (TPA) 
on behalf of cloud client to verify the integrity of data stor-
age using Merical Hash Tree i.e all the verification is done 
by using TPA only which reduces the cost as well as users 
burden and thus providing cost effective method to the user. 
The confidentiality is attain by using RSA based cryptography 
algorithm which computes very fastly. In this, the out sourced 
data is encrypted with public key and made into cipher text 
and at the client side the user decrypt the encoded data us-
ing private key. Hence providing integrity and confidentiality 
to the user’s data.


