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L In this paper we discuss basic properties of algebra for fitting we divided this paper in two sections, section 1 deals with the ]

definitions and section 2 related two properties of algebra.
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1. Introduction:
Definition: Let u€ RY be an N-component column vector.

We say that u is lexicographically positive and write u > 0

iff the first non zero component of u is positive. Next, we say
u is lexicographically negative, u < 0 iff —u is lexicograph-

ically positive .Further, we say u is lexicographically non-
negative (u > 0) or nonpositive (u =<0)iff(u > Ooru=0),0r

(u < 0oru=0)respectively .Notations: For,u,v € RN, we
denote

(Mu >v<=>u-v >0

@u<v<=>u-v <0

B)u>v<=>u-v>0

@)u<v<=>u-v<0

We shall not assume the commutativity of the field F. F may
be skew. Let V be vector space over F. Suppose a binary rela-
tion < be given on V and a binary relation < be given of F.
Defineu > viffv < u. From (3), it follows thatu > 0iff-u <
0. Further, define A > gz iff ft < A it A - g >0. Thenit
also follows that 4 >0iff-A4 <0also A <0iff-A>0.

We assume that following statements are true for u, v €V,
AU EF

(i) u>=0V u=0

(ii)u=0 ANu<0=>u=0

([i)u>= 0 Av>0=>u+v >0

ivy A >0 Au>=0=>4u>0and

A0V A <0

viy L>0 A A <0=>4=0

iy A >0 A g1 20=> A+ 1 >0

wii) A 20 A 20=> 4 >0
Definition: A cone C in a vector space is a set such thatu €
c, A €FA>0 implies Au € C .Observation: The set
{u € V/u> 0}is aconeinV and the set{/1 eFA >0}isa
coneinF.
Proposition 2.1 The relation < is reflexive, transitive, an-
tisymmetric and total (u <voru >v).
Proof: We haveu-u=0.Henceu < u.Next, ifu=< vand
u > vthen
u-v <0andu-v >0.By(i)u-v=0.ie.u=v.Foru <
v,v <w,we havev-u > 0,w-v >0.By (i), (v-u) +
(w-v) >0ie,w—u>0ie.,u <w.By i), either
u-v > Ooruv=0.
Note: Similarly, < is also reflexive, transitive, antisymmetric &
total on F. Observe also that all subsequent propositions hold
true if we replace V, <, >, < and > by F, <, >, <and >
respectively.
Remark: A relation which is reflexive, transitive, antisymmet-
ric and total is called linear order. Thus V is a linearly ordered
vector space over the linearly ordered field F.
Proposition2.2 (a)If A <0andu ™ Othen Au < (b)If
A >0andu < 0then A u < (c)If A <0andu < Othen
Au >0
Proof (aWe know A <0iff- A >0.By
(iv), - A u>™ 0 Therefore A u=<0
(b) As,u < 0iff-u > 0weget A (-uy= Au >0by(v)ie.,

Au<o0.
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(c) Wehave A <0iff-A>0andu < 0iff -u >0
This give by (iv), (- A ) (u) > 0<=> A (-u) <0<=> Au >0.

Note: We know that 1+ (-1) = 0. Multiply by (-1) on both side
to get

(1)1 +(1). (1) =0
=>-1+ (-12=0["" 1is multiplicative identity)
= (-12=1 [*.* 1is additive identity of -1]

We define two new relations:

1. v > uiffu < viff(u < vandu #v)

2. u>Aif A<puif(A<padd# )
Proposition 2.3: 1 >0

Proof: Suppose 1 <0. This means 1<0and 1 # 0.Thus-1>
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0 . By (viii),

-(-1) = (-1) (-1) > 0.Note that -(-1) is the additive inverse of (-1)
which is 1 Therefore 1 2 0. But 1 7 0.Hence 1 > 0, which is

contradiction.

Proposition 2.4: (a) If A >0then 1150 (b) If A <0then
A1<0

Proof: Suppose A4 <0.Then-A->0. This gives - A
1=-1 > 0 which is not true .Similarly we can prove (b) .
Remark: ForF=R &V =R N , we can see that the standard

ordering of real numbers < and the lexicographic ordering of
R~ denoted by = satisfy all the above required properties
(i) to (viii). That is RN is a linearly ordered vector space

over the linear ordered field R .
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