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ABSTRACT

Due to the low-level image features it utilizes, the semantic gap problem is hard to bridge and performance of CBIR systems 

is still far away from users’ expectation. Image annotation, region-based image retrieval and relevance feedback are three 

main approaches for narrowing the “semantic gap”. In this paper, recent development in these fields is reviewed and some 
future directions are proposed in the end.
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I INTRODUCTION
Continuing advances in digital image capture and storage are 
resulting in a proliferation of imagery and associated prob-
lems of information overload in image domains. Searching 
interested images based on visual properties or contents of 
images is a challenging problem and it has received much at-
tention from researchers in the last decades. Content-based 
image retrieval (CBIR) is any technology that in principle 
helps to organize digital picture archives by their visual con-
tent. [1], therefore, anything ranging from an image similarity 
function to a robust image annotation engine falls under the 
purview of CBIR, such as image understanding, computer 
vision, machine learning, information retrieval, human-com-
puter interaction, database systems, Web and data mining, 
information theory, statistics, and psychology contributing are 
becoming part of the CBIR community [2].

CBIR is the retrieval of interested images from image collec-
tions to match the query based on visual properties of images 
themselves. The visual properties used are often low-level 
features, such as colors, textures, shapes etc. extracted from 
the images. CBIR is often accomplished by comparing these 
low-level features based on an assumption that similarity of 
low-level features of images can reflect the perceptual similar-
ity among images [3, 4]. Some significant CBIR research works 
have been reported in [5, 6]. In one of the earliest CBIR work by 
IBM, the IBM’s QBIC system, two kinds of low-level features, 
color and shape, are used. In [5], another well known early work 
on CBIR, the Berkeley Chabot system, both text-based image 
description and low-level visual features of images are used in 
retrieving images from a collection of photographs of California 
Department of Water Resources [5]. Most of the early work in 
CBIR considered color features, especially the color histogram, 
as one type of their low-level visual features. Generally speak-
ing, CBIR can be categorized into two kinds: Annotation-Based 
Image Retrieval (ABIR) approaches [7, 8] and Query-By-Ex-
ample (QBE) approaches [9]. For ABIR approaches, they are 
of cross-medium type since queries proposed by the user are 
often in the form of text and the search targets are images (e.g. 
the user wants to find images in a database containing horses, 
in which the word “horses” the user inputs to the search system 
is in the form of text). On the other hand, QBE approaches are 
of mono-medium type because both the user’s queries and the 
search targets are images (e.g. the user wants to find images 
in a database containing horses in which queries the user pro-
vides are images depicting horses) [10,11].

Although great interest and a large number of new techniques 
and systems are emerged in content-based image retrieval in 
the last decades, the gap between low-level visual features 
and high-level semantic understanding of images, which is 
also known as the semantic gap problem[12], the gap be-
tween the object in the world and the information in a com-
putational description derived from a recording of that scene 
is the bottleneck to further improvement of the performance 
of a content-based image retrieval system. Therefore, in or-
der to solve the problems and improve CBIR performance, 
image annotation, Region-Based Image Retrieval (RBIR) ap-
proaches and relevance feedback have been received more 
attention in the recently years.

In this paper, we review three main approaches in CBIR re-
search. The rest of this paper is arranged as follows. In Sec-
tion 2, some work in image annotation which narrowing the 
semantic gap between a user’s retrieval request and the 
actual information or features used to perform retrieval are 
introduced. Some key methods and techniques of RBIR ap-
proaches which based on the fact that high-level semantic 
understanding of images can be better reflected by local fea-
tures of images, rather than global features are presented in 
Section 3. In Section 4, some work of relevance feedback 
methods are discussed. In Section 5, we give the conclusion 
of this review and propose future directions of CBIR.

II. IMAGE ANNOTATION
The difficulty of narrowing “semantic gap” lies in estimating 
the context of the search request or the usage context for re-
trieved images [8]. For example, in content-based approach-
es a user query (usually in the form of a sample image), is 
matched against low-level features (e.g. colors, shapes), ex-
tracted from an image, thereby providing no insight into why 
the user wants to retrieve the specified imagery or of how the 
retrieved imagery will actually be used. In order to reveal im-
age semantics at a higher level, one of the approaches is use 
different models and machine learning methods to find the re-
lation between image visual features and semantics, then la-
bel the image with keywords [13-15], this is image annotation.

III. REGION-BASED IMAGE RETRIEVAL
In traditional CBIR, features are often global features, which 
are extracted from the entire images. However, global fea-
tures can hardly reflect the semantic understanding of images 
as the interpretation of image is often by objects in images. 
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These objects are often the targets users want to search from 
the retrieval system. Therefore, more and more researchers 
nowadays have begun to pay more attention to “local fea-
tures”, which is believed to better reflect the notion of objects 
and narrow down the semantic gap between low-level fea-
tures and high-level semantic understanding of images.

RBIR is an image retrieval approach which focuses on con-
tents from regions of images, not the content from the entire 
image in early CBIR. For RBIR, it first segments images into 
a number of regions, and extracts a set of features, which are 
known as “local features”, from segmented regions. A similar-
ity (or distance) measure determining the similarity between 
target regions in the query and a set of segmented regions 
from other images is utilized later to determine relevant imag-
es to the query based on local regional features. The motiva-
tion of RBIR approaches are based on the fact that high-level 
semantic understanding of images can be better reflected by 
local features of images, rather than global features. Since 
users are often more concerned with interested objects in 
images when using an image retrieval system, considering 
images based on regions (RBIR) allows users to pay more 
attention to regional properties that may better characterize 
objects which are also made up of local regions. This strategy 
is able to better reflect the characteristics of images from the 
perspective of image regions and objects, and in turn further 
improve the image retrieval performance.

A step prior to constructing local features of images is to seg-
ment images into several regions, which may possibly retain 
their own semantic meaning. However, region segmentation, 
which is based on low-level features of images, is often in-
consistent on images of the same scene captured at different 
time and it is still an open issue arousing many controversies 
and research efforts in computer vision nowadays. There-
fore, some researchers proposed to simplify or even avoid 
this hard problem. A method of image retrieval based on the 
information provided by histogram analysis of the intensity or 
grayscale values of images is proposed in [. In Marques et al. 
segmented out regions that match salient Region of Interest 
(ROI) defined by studying human perception. Also, Wang et 
al. applied the same ROI idea in their RBIR work [36]. The 
way they construct their ROIs is mainly based on the wavelet 
decomposition of an image and they used the lowest frequen-
cy sub-band as an approximation of the original image. After 
forming the original ROI on the approximation representation 
of images, they selected centroid of the ROI as a bench-mark 
reference and found the maximum distance from each pixel 
to the bench-mark for subregion segmentation. In Fan et al. 
proposed a new framework to achieve a middle-level under-
standing of contents of images. The method they developed 
is to find salient objects based on some pre-defined basic vo-
cabularies. One of the earliest RBIR work, the Blobworld sys-
tem [38], utilized four kinds of local features, color, texture, lo-
cation and shape, to represent blobs (regions) selected by the 

user from the query. Many subsequent RBIR work continued 
with this local region-based representation. In [39], Chen and 
Wang first segmented an image into several regions and then 
represented these regions using multi-dimensional fuzzy sets 
as their local feature representation. Other researchers also 
incorporated this wavelet-based representation in their RBIR 
system. Based on an assumption that the decomposition by 
wavelet transform mimics the one in human visual systems, 
Sun and Ozawa also proposed a hierarchical approach for 
RBIR .Applied multiple features

IV. RELEVANCE FEEDBACK
Relevance feedback (RF) is an interactive supervised learn-
ing technique that has been proposed to bridge the Semantic 
gap between the low-level image features used and the se-
mantic content of the images and, thus, to improve the re-
trieval results. In particular, RF attempts to insert the subjec-
tive human perception of image similarity into a CBIR system. 
In order for this to be accomplished, the user is required to 
assess, in each RF round, the retrieved images as relevant or 
irrelevant to the initial query and to submit his/her assessment 
as a feedback to the system. Then, the system takes into ac-
count this feedback and updates in an appropriate way the 
image ranking criterion.

V. CONCLUSION AND FUTURE DIRECTIONS
Due to the low-level image features it utilizes, the semantic 
gap problem is hard to bridge and performance of CBIR sys-
tems is still far away from users’ expectation. Image anno-
tation, region-based image retrieval and relevance feedback 
are three main approaches for narrowing the “semantic gap”. 
In this paper, we have presented the early years of image 
retrieval with progress in these fields in the current decade.

Although many promising results have been reported from re-
ducing semantic gap research, there are still many problems 
need to be tackled. (1) How to choose learning samples. Rel-
evance feedback has been the most popular way for learning 
semantic of an image from the user. However, it is a tedious 
work for users labeling relative or irrelative repetitiously. Long-
term learning based on historic data such as search logs is 
a good way to expand the set of labeled samples. More ef-
forts need to be put on long-term learning to alleviate the 
“small sample” problem in short term learning from relevance 
feedback. (2) How to choose similarity measures. Similarity 
measures determining which images should be considered 
to be relevant to the query. Improper choice or definition of 
them would likely to return user images irrelevant to his/her 
query. (3) How to structure metadata. Image annotation tags 
some keywords to a specific area of an image. It helps users 
in organizing and searching image content. However, how to 
structure metadata to enable users to describe, extract and 
search information based on images in a more accurate and 
efficient way is a challenging question.
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