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ABSTRACT

This paper presents a comparison among the different classifiers Neural Network Classifier, Naive Bayes (NB), Support vector 
machine (SVM) on lung cancer data set by using classification parameters TP Rate (True Positive), FP Rate (False Positive), 
Mean Absolute Error and Root Mean Square Error to get the minimal feature set. All experiments are conducted in WEKA 
data mining tool.
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INTRODUCTION
Lung cancer is considered to be the main cause of 
cancer death worldwide, and it is difficult to detect in 
its early stages because symptoms appear only in the 
advanced stages causing the mortality rate to be the 
highest among all other types of cancer. There are many 
techniques to diagnose lung cancer, such as Chest Ra-
diography (x-ray), computed Tomography (CT), Magnetic 
Resonance Imaging (MRI scan) and Sputum Cytology 
[1]. Here, we used the CT-Scans of lung and choose the 
best features in images with highest priority to further 
classify the dataset.

Data mining and machine learning depend on classification 
which is the most essential and important task. Many experi-
ments are performed on medical datasets using multiple clas-
sifiers and feature selection techniques. A good amount of 
research on lung cancer datasets is found in literature. Many 
of them show good classification accuracy [2]. Classifiers: In 
this experiment, the SMO from Support vector machine, Na-
ïve Bayes from Bayesian Networks and Multilayer Perceptron 
(MLP) from Neural Networks are chosen to be compared to 
get the minimal feature set. These classifiers along with many 
other classification algorithms are implemented in Weka data 
mining tool.

PRE-PROCESSING OF IMAGES
The image Pre-processing stage starts with image enhance-
ment; the aim of image enhancement is to improve the inter-
pretability or perception of information included in them image 
for human viewers, or to provide better input for other auto-
mated image processing techniques. 

Image enhancement techniques can be divided into two 
broad categories: Spatial domain methods and frequency 
domain methods. Unfortunately, there is no general theory 
for determining what “good” image enhancement is when it 
comes to human perception. If it looks good, it is good. How-
ever, when image enhancement techniques are used as pre-
processing tools for other image processing techniques, the 
quantitative measures can determine which techniques are 
most appropriate. 

Lung Cancer Detection Using Image Processing Tech-
niques processing tools for other image processing 
techniques, the quantitative measures can determine 
which techniques are most appropriate [3]. In the image 
pre-processing stage we used the Histogram Equaliza-
tion.

Figure 1: Shows the Histogram Equalization on CT 

scan image
FEATURE EXTRACTION
 Now we extracted the 16 features of CT-scan images by us-
ing GLCM (grey level co-occurrence matrix) and binarization 
approach [4] [5] in MATLAB.

Features are:-
1. Contrast 
2. Energy 
3. Entropy 
4. Homogeneity 
5. Maximum Probability 
6. Correlation 
7. Cluster shade 
8. Cluster Prominence 
9. Dissimilarity 
10. Autocorrelation 
11. Sum variance 
12. Sum Entropy 
13. Difference Variance 
14. Difference Entropy 
15. Information Measure
16. Number of white pixels

Figure 2: Calculated values of extracted features
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DATASET
Now dataset is created of 350 images with values of 16 fea-
tures extracted and a class attribute. It is in the form of .mat 
file.

CLASSIFICATION
Classification is a process which is used to categorize the 
data (XML, images, text etc) into different groups (“classes”) 
according the similarities between them. Image classification 
is defined as the process to classify the pixels of images into 
different classes according to similarity [8].

The data is divided into different clusters and we saved the 
cluster assignment file in ‘ARFF’ format, whose last attributes 
shows the cluster assignment. The generated clustered file is 
used as input for classification in the next phase. Algorithms 
‘Neural Network’, ‘Naïve Bayes’, ‘SVM’ has been implement-
ed and results are recorded and studied for analysis purpose. 
In this the information gain of attributes is calculated and then 
put as input for the classification. Improved results have been 
obtained on our dataset.

IMPLEMENTATION
Lung Cancer CT-scans has been collected and after image 
processing total 16 features have been extracted from the 
images. A database file of 350 tuples and 16 attributes has 
been made in ASCII in CSV format, then conversion of this 
file to ARFF file is done. ARFF files are readable in Weka 
[9]. The generated ARFF file is opened in Weka and then 
different processes like data cleaning, data processing and 
data transformation are applied on to the input database file. 
These steps act as pre-processing steps for the classification 
of data. Along with this attribute removal is also done. Classi-
fication is implemented using ‘Neural Network’, ‘SVM’, ‘Naive 
Bayes’ [7] and results are recorded and studied for finding the 
minimal feature set for classification.

In order to find out minimal features set for Lung Cancer Im-
ages in case of supervised classification, first step is to find 
out the learning rate of different algorithms. To find out the 
learning rate of different algorithms, the training is started 
from 1 % percentage split and keeps on increasing till 99% 
percentage split. Results of different algorithms have been 
recorded and analysed and interpretation has been done ac-
cording to the analyses. 

MINIMAL FEATURE SET FOR CLASSIFICATION
Training of 50% is required in case of classification. To find 
out minimal feature set [6], start the evolution from 2 attributes 
and increase the number by 2 in every step till all 16 attributes 
has not covered. 

It has been observed from the plotted values that at 12 at-
tributes all algorithms give maximum value of parameters [7]. 
After 11 attributes algorithms gives constant value as they get 
stabilized. 

RESULTS AND COMPARISON

Figure 3: Minimal Feature Set for Classification using 

Figure 4: Minimal Feature Set for Classification using FP 
Rate

Figure 5: Minimal Feature Set for Classification using 
Mean Absolute Error

Figure 6: Minimal Feature Set for Classification using 
Root Mean Square Error

CONCLUSION
Images have been collected and then pre-processing per-
formed on them. GLCM and Binarization approach is used for 
extraction of 16 features based on texture level in MATLAB. 
Then we made a dataset of these features with a class at-
tribute in an ARFF format, so that we can load this data set in 
WEKA. Then, we apply the information measure to check the 
exact sequence of attributes. After that we start the evolution 
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from 2 attributes and increase the number by 2 in every step 
till all 16 attributes has not covered and apply different clas-
sification algorithms to get the exact minimal feature set on 
them. So it has been concluded that algorithms give the con-
stant value after 12 features. It means that we can perform 
the classification on 12 attributes and can neglect the other 4 
attributes on this lung cancer CT-Scan data set.

FUTURE WORK
The Experiments are performed only on 350 Lung Cancer 
CT-Scan images. Database can be extended and same 
methodology can be applied to the database containing im-
ages in thousands and many more. Only CT-Scan Lung Can-
cer data has been used, the same approach can be extended 
to different medical imaging technologies like X-ray, MRI etc. 
More features like Slice thickness etc can be calculated and 
feature set can be extended. Similarly for classification differ-
ent combination of algorithms can be tried and results can be 
compared.
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