
Volume : 3 | Issue : 4 | May 2013 ISSN - 2250-1991

PARIPEX - INDIAN JOURNAL OF RESEARCH  X 11 

ABSTRACT

The mobile nodes in adhoc networks have the various movements these movements break the links between nodes in network. 

This is a major problem because nodes don’t have any aware of link expiration time. If nodes of network know awareness 

of link expiration time they can choice a reliable and durable paths and save in time and energy because they don’t need to 

discover new paths. So we can predict the link expiration time and save the result in a prediction table. For mobility prediction 

in urban area we should obey a mobility model. In order to that improve the scalability of network management and provide 

a way of transmission with an energy efficient manner in the path of every node. We propose a novel way of transmission 
with stability using a technique called Optimized Power Reactive Routing (OPRR) and for more splendid performances. This 

proposed protocol avoids new route discovery process in AODV with low power consumption and maintain the stability of 

node and to improve scalability of the network. 
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1. Introduction
The Mobile Adhoc Network (MANET) is different from tradi-
tional wireless networks in many ways. One of the basic dif-
ferences is that a MANET is a multi-hop wireless network. A 
routing path is composed of a number of intermediate mobile 
nodes and wireless links connecting them. Since nodes can 
move at any time, wireless links are prone to be broken. Any 
link breakage along an established routing path will lead to 
a path failure. A shortest path may fail sooner than another 
path connecting a given source and destination pair. Power 
limitation in mobile devices is a serious factor. Because of the 
mobility characteristic of the network, devices use battery as 
their power supply. In wireless networks, networking grows 
rapidly because of the increase in the interest for mobility and 
freedom from limitation. 

Since the wireless network create many problems. So the 
successful connectivity is still challenge in the network goal 
and many protocols have been proposed for overcome this 
problem. Here we wish to find a reliable with adaptive and sta-
bility routing method based on future cognitive mobile Adhoc 
network. Ad hoc wireless networks is the group of multi hop 
radio relaying and are capable of working without the support 
of any fixed base station, they are self organizing and adap-
tive[1]. Ad hoc nodes or devices should be able to detect the 
presence of other such devices and to perform the necessary 
handshaking to allow communication and sharing of informa-
tion and services. The performance of Mobile Ad hoc networks 
(MANET) is highly depended on routing protocol. AdHoc On 
Demand Distance Vector Routing (AODV) is a popular route 
protocol for MANET. It uses an on-demand mechanism and 
discovers routes only when a source node needs them [2]. 
It’s able to maintain routes even when the topology of the 
network is dynamic. AODV is well suited for MANET in that it 
has low processing and less memory overhead and low net-
work utilization [3]. Additionally, AODV provides loop freedom 
for all routes through the use of sequence numbers.Cogni-
tion method of mobile Ad hoc network is used to improve the 
network resources by discover the present network condition 
and then plan, decide and act on those condition [4]. The net-
work can learn from these adaptations and use them to make 

future decisions, all while taking into account to achieve goal 
of process [5]. This paper is to investigate a new cognitive 
routing metrics by analyzing the node energy and stability of 
every node with cognitive process for providing an efficient 
data transfer for a long time.In 

MANET each node has a limited battery power. Each node 
will broadcast its power consumption cost of weight to its 
neighbors. These weights are used to discover the path in the 
network for end-to-end communication. Frequent routing dis-
covery is costly and inefficient. So, if we use an efficient mo-
bility prediction technique, we can create a cost bounded path 
with increased durability time. If we select a path with more 
durable time, so we don’t need to run a discover path process 
immediately.. This research is organized as follows: In Sec-
tion II the Optimization Power Reactive Routing (OPRR) and 
Node management. The simulation environment and results 
are evaluated in section III. Finally, the conclusions are given 
in the last section.

2. POWER OPTIMIZED REACTIVE ROUTING
The topological structure of Ad hoc network has dynamic 
characteristics, a power failure is predictable. Due to power 
loss it cause link failure then the process of data transfer is 
terminate. So it over all diminishes the network performances 
and will cost a large amount of network resources by finding a 
new route discovery process [9]. To resolve this problem, this 
paper proposes a new routing protocol is “Optimized Power 
Reactive Routing (OPRR)” with cognitive policy. That means 
that the data package could be transferred through the short-
est path with more stability and reliability manner which it fol-
lows the concept of AODV protocol. There is no link break-
age due to power loss because of by using back up route in 
source. The proposed protocol consists of two phase:

2.1 Finding Node Stability using Relative Mobility
In the mobility metric uses the ratio of received power levels 
of successive transmissions at any node from all its neighbor-
ing nodes [10]. RxPr denotes the received power level i.e. the 
strength of signal. Based on the ratio of RxPr between two 
successive “hello” messages from a neighboring node that 
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whether that node comes closer or go far. (RMrel) denotes 
the pair wise relative mobility metric. RMrel (X), at a node 
Y with respect to Xi (i=1, 2, 3…, m) is measures as: RM rel 
(Xi) = 10log10 NewRxPr / OldRxPr Now, a negative value of 
RMrel denotes that corresponding nodes are moving away 
from each other. On the other hand, a positive value of RMrel 
denotes that nodes are coming closer to each other. Another 
important consideration is to see whether a node Y is less mo-
bile or highly mobile corresponding to its neighboring nodes 
for the purpose to be selected as node which is stable. To 
measure that an aggregate local mobility value RM at any 
node Y is calculated by calculating the variance (with respect 
to zero) of the entire set of pair wise relative mobility values 
RM rel(Xi), where Xi is a neighbor of Y.Thus, any node can 
calculate the value of aggregate relative mobility metric for 
that node by calculating the variance (with respect to zero) 
relative mobility metric values with its neighboring nodes. 

2.2 Finding node which has more power and minimum 
hop count
The protocol selects a route that has a longer overall battery 
life. This could be implemented by adding the POWER (P) 
field in RREQ message along with Relative Mobility (RM) field 
as given below.

Step 1: A new field named power (all-neighbor) is added af-
ter a RREQ, which is used to record the sum of all power 
available neighboring nodes in a whole link. When interme-
diate nodes receive RREQ messages it adds the number 
of its current neighboring nodes power to the field POWER 
(all-neighbor). When RREQ messages arrival at the destina-
tion node, the value of the field POWER (all-neighbor) is the 
number of all powers available in the neighboring nodes in 
the whole link.

Step 2: This algorithm don’t allow intermediate nodes re-
turn RREP messages even if they get the information of the 
destination node in their local route table, and must continue 
to transfer the RREQ messages along the path known un-
til reaching the destination node. This strategy could avoid 
the returned RREP messages which don’t contain enough 
information to accurate, and ensure that the destination node 
knows the whole network information along the link well to 
make a wise decision.

Step 3: The destination node is allowed to receive more than 
one RREQ message, calculate the power level at every route 
RREQ message at the destination. 

a) When the destination node receives the first RREQ mes-
sage, it reads hop count (H) and the power available 
in the neighbor number of all nodes in this link Num-
ber (all-neighbor), and calculates the Average Power 
of Neighbors(AP) of every link(Li=1,2,3,…,N), which is 
Power(all neighbors)/ HN. Then the destination node re-
cords hop count N of this link and the average power of 
neighbors of every node Power (all neighbor)/ HN. The 
same process is followed in every RREQ message at 
the destination. Instead of calculates the relative mobil-
ity for all links. Finally the destination node returns the 
RREP messages which have the minimum hop count or 
the maximum average neighbors of every node and max-
imum average powers of neighbors of every node with 
minimum Relative mobility.

b) If the destination node received other RREQ messages 
later, it reads and calculates in the same manner, and 
gets their hop counts N and the average neighbors of 
every node. Then the destination node compares them 
with the records. If it is found that a new path, which has 
a smaller hop count N or a larger average neighbors of 
every node with maximum power available node of mini-
mum Relative mobility and it will be stored in the destina-
tion node.

c) When the source node receives the RREP message from 
the destination node, a route with the minimum hop count 
and maximum powered node is established between 

source and destination and data transmission stage can 
be started. The route with the maximum power level and 
largest average neighbors will be stored. When a new 
RREP message returns to inform the source node to up-
date the route, it will switch to a new route or stored the 
new route.

d) If the reliable route breaks before the transmission of 
data passages completes, local repair stage is started. 
Because it is a reliable route with the maximum average 
number of neighboring nodes and maximum power level 
of minimum mobility metrics Therefore, it is ensure that 
there are the enough neighboring nodes around the bro-
ken node to replace it. So it ensures the highest success 
rate of local repair and reduces the cost of new route dis-
covery.

 
3. Node Management
In the network Node Management is an important resource. 
Due to mobility of the network some new nodes enter or 
leaves in the network and some node will activate as null 
due to the node failure and the performances of the net-
work is diminish. In this senses the topology of the network 
change rapidly so the node management is applied. It has to 
monitor the node status, and perform management actions 
in nodes.

Joining Node
The new nodes whose status is “unassigned” will join in the 
network it broadcast “hello” message to its neighboring node 
and specific mark that it presents in the network. The mark will 
inform neighboring nodes to let the node join in the network. 
Using this way, unassigned node that newly comes will have 
a chance to join the nearby node when it has data to send.

Leaving Node
In the ordinary node member, the topology of the network 
change dynamically. Due to this random mobility some node 
will leaves out of the network or node may get failure it is 
in null position. Because of this it significantly degrades the 
performance of the network. In this case, while in the process-
ing of data some node leaves from the path means it has to 
disconnect the link from the network.

Changing Network
The change of network is not occurred immediately. When 
the node leaves or add new node its status become change 
in the network. Scalability is defined as the amounts of work 
are done in a graceful manner which a routing protocol can 
extend to cover a large network area. Due to node manage-
ment process, scalability of network will increase in Mobile 
adhoc network. It also increases the stability of the network-
ing by increasing the network life time by node management 
process.

4. Simulation and Result
The GloMoSim simulator is used to implement our method 
and create simulation model to compare it with PAR protocol. 
We simulated an Ad Hoc network comprised of some mobile 
nodes in a 1000m x 1000m area. The number of nodes is be-
tween 10 and 100. During the simulation, nodes move freely 
towards a random spot with a random speed which is distrib-
uted between 0 and maximum speed within this area. The 
maximum speed value varies 5m/s, 10m/s, 15m/s and 20m/s. 
The simulation time is 10000m/s. The nodes which produce 
or receive the CBR data flow are selected randomly from all 
nodes. And CBR packet size is fixed at 512 bytes. we choose 
the following key parameters:

Average Path Length: 
This is the average length of the paths discovered by the 
protocol. It was calculated by averaging the number of hops 
taken by each data packet to reach the destination.

Network lifetime: is the time interval from the start of op-
eration of the network till the death of the last node, beyond 
which the network not usable.
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Fig 4.1 shows that the average path length is less in 
optimized PAR than PAR. It means that optimized PAR 
achieves less hop count than PAR. Because of the stabil-
ity of the node can achieve more data.

Fig. 4.1 Average path length Vs Node Speed 

Fig. 4.2 Network Lifetime

Fig 4.2 shows that the network lifetime of network where num-
ber of rounds to transmit the data increases as number of 
node increase due to more end to end delay in optimized PAR 
is less than PAR. It means that optimized PAR achieves less 
delay than PAR as node speed increases.

5. Conclusion
This paper discussed design and analysis of energy efficient 
routing protocols for wireless networks. The work presented 
included the analysis of energy consumption in ad hoc routing 
protocols and power aware metrics, Much more work is re-
quired in this area – particularly in prototype and experimen-
tal research that demonstrates which of these techniques are 
feasible and to understand the performance gains.


