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Big data refers to datasets that aren’t solely massive, however additionally high in variety and velocity that makes them 
troublesome to handle using tradition tools and techniques. Nowadays Web services are very widespread. Number of 
services, customers and information produced is increased now a days. Recommender systems represent user preferences 
for the aim of suggesting things to get or examine. A variety of techniques are projected for activity recommendation, 
including content-based, collaborative, knowledge-based and different techniques. In this paper, we are presenting 
“Sentiment Analysis Based Hotel Recommendation System”, to deal with the above challenges. To improve the scalability 
and efficiency we proposed the system in Hadoop framework. 

Introduction 
With the growing range of different services, effectively 
recommending services that users most well-liked has be-
come a vital analysis issue. Service recommender systems 
are shown as valuable tools to assist users modify services 
over load and supply acceptable recommendations to them. 
Examples of such sensible applications include CDs, book, 
web content and numerous alternative product currently 
use recommender systems. Over the last decade, there has 
been a lot of analysis done each in business and world on 
developing new approaches for service recommender sys-
tems. Many major e-commerce Websites are used as rec-
ommendation systems to produce relevant suggestions to 
their customers. 

problem definition
In traditional recommender systems we might face the prob-
lems of scalability and efficiency in case of large scale data. 
Capturing and analyzing this data is hard. Traditionally person-
alized requirements of end users are not considered. The rat-
ing list itself is provided as the recommendation. Passive users 
review about any product or system is ignored. In this paper a 
Review Based Service Recommendation method is proposed, 
to achieve an efficiency of a Recommender System. It aims 
at presenting a personalized service recommendation list and 
recommending the most appropriate services to the users ef-
fectively.

literature survey 
Recommender systems are developing as a powerful tool 
in both industry and academia. In [1] authors propose a 
KASR method for personalized recommendation. In this 
paper user based collaborative filtering algorithm is used. 
To make the method more efficient and scalable it is im-
plemented on Hadoop. Jaccard coefficient and Cosine sim-
ilarity measure is used for evaluation. They show that the 
proposed recommendation method is better than the ex-
isting traditional methods. Merits are 1. Scalable 2. More 
efficient than traditional methods. Demerits are Jaccard 
Coefficient method is not so accurate. Users positive and 
negative reviews are not differentiated. Sentiments in the 
text is not considered for calculation. In [2] authors propose 
an active web service recommendation. Web usage history 
and QoS are the main criteria for recommendation. Using 

this approach top k services are generated for users. Usage 
history count is only used for ranking. Merits are 1.Higher 
recall ratio and accuracy; 2. Show the strength of the rela-
tionship between users. Demerits are Passive users reviews 
about the website is not considered. Usage history count 
is only used for ranking. In [3] authors propose a Bayesian 
inference based recommendation in online social networks. 
In this content ratings are shared with friends. Condition-
al probability is used for calculating rating similarity. Based 
on similarity score ranking is done. They show that the pro-
posed Bayesian inference-based recommendation is better 
than the existing trust based recommendation. Merits are 
1. Higher accuracy

via friends’ recommendation; 2. Solve the problem of large 
size of particle in collaborative filtering recommendation 
Demerits are 1. There is a Cold start and rating sparseness 
problem. In [4] authors propose recommender system for 
sport videos, transmitted over the Internet and broadcast, 
in the context of large-scale events, which has been test-
ed for Olympic Games. The recommendation is based on 
audiovisual consumption and not on the number of users, 
running only on the client side. Merits are 1. This avoids the 
concurrence, computation and privacy problems of central 
server approaches in scenarios with a large number of us-
ers, such as the Olympic Games. Whole video have to rec-
ommend. Demerits are 1. Specific video fragment can’t be 
recommended using this approach. In [5] authors propose a 
probabilistic personalized travel recommendation model. For 
mining demographics for travel landmarks and paths people 
attributes and photos are used which are effective, and thus 
benefiting personalized travel recommendation services. In 
[6] authors propose quality of service ranking prediction for 
cloud services. Rating based approaches and ranking based 
approaches are studied in this paper. Merits are 1. the users 
can obtain QoS ranking prediction as well as detailed QoS 
value prediction. Demerits are 1. Applications in other field 
need further verification.

System architecture 
System Architecture of proposed method is shown in Figure 2. 
A dataset of hotels is taken for evaluation. It consists of date 
followed with short comment and a long comment.
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Figure 1.  Proposed System Architecture
 
1. Preprocessing
Ignore data up to first tab as it is a date. Remove stop words 
in the reviews to avoid affecting the quality of the keyword 
extraction in the next stage. And the Porter Stemmer algo-
rithm is used to remove the commoner morphological and in 
flexional endings from words in English. Its main use is as part 
of a term normalization process that is usually done when set-
ting up Information Retrieval systems.

2. Keyword Extraction
Each review will be transformed into corresponding keyword 
set. For example if a user type word transport the correspond-
ing similar meaning words such as transportation, ship, move, 
convey must be present in the domain thesaurus.

For keyword in case of long comments only those long com-
ments are preferred whose short comment rating is above the 
threshold value. Map Reduce algorithm can be applied so that 
same keywords must not be repeated. Keywords obtained are 
stored in a database as [ id, city, hotel, keywords ]. Using que-
ries in SQL we can retrieve any information such as to obtain 
whole information we fire a query select * from recommenda-
tionsystem.hotelinfo;  

3. Create Dictionary
Dictionary is a repository where a collection of keywords and 
their corresponding rating value is stored. Keywords are ex-
tracted from short and long comments. Their rating value is 
calculated by manual testing and it is set spaced with a tab. 
When we extract any keyword we pass it to check its rating 
value. This value is then obtained to use in score calculation in 
case of Sentiment Analysis. 

4. Rating Short Comments
All short comments of a particular hotel is captured and 
stored in a file. Name that file as file 1. Then keywords are 
extracted their corresponding rating values are checked. Senti-
ment Analysis is applied and a total rate value is calculated. If 
this value is above threshold value then that hotel is included 
otherwise ignored.

5. Recommendation List
Using the total score value a list of top-k services are recom-
mended. Only positive values are considered here. 

Implementation results 
Each time you have to write following commands and run Ha-
doop on terminal : 

1.	 su – hduser :This command switches normal user to 
hduser.

2.	 hdfs namenode –format: This command is used to for-

mat namenode. Namenode contains metadata, i.e. it 
contains address of data which is present on the datan-
ode. Each time you have to format the namenode so 
as new data loaded will be a fresh data and metadata 
storage is efficient. Each time a new id is provided to the 
namenode.

3.	 start-all.sh : This command is used to start working of all 
the daemons .

4.	 jps : It is java virtual machine process status tool. It is 
used to see the number of daemons running on your lo-
cal machine.

5.	 stop-all.sh :This command is used to stop the working of 
all hadoop daemons.

Figure 2. Run Hadoop on Terminal
 
Once you select the city from the combo box and enter key-
words of your interest. These keywords are matched with the 
words stored in the database. The corresponding hotel re-
views are passed to sentiment analysis. A total score is calcu-
lated using rating dictionary.

Figure 3. Recommendation System Home Page
 
We can add keywords of our own choice. These keywords en-
tered if not in the lowercase they are converted to lowercase 
then compared with the keywords present in the database. 
Where a match is found that hotels sentiment score is calcu-
lated. If sentiment score is positive then it is recommended. 

 
Figure 4. Run Application
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Figure 5. Top-k Recommendations
 
conclusions 
In this paper sentiment analysis is used to recommend services 
to users. User based collaborative filtering algorithm is used to 
generate appropriate recommendations. Users can give more 
than one keyword as a preference. Hotel with highest rating 
value is ranked one and recommended first. This ranking is 
changeable. So we have to make updations in the rating dic-
tionary as passive user’s reviews changes. So, Recommenda-
tion is dynamic and more realistic. We are using 
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