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Among several techniques to control the quality, acceptance sampling plans are introduced mainly to accept or reject the lots of finished products. Such types of techniques are involved in the product which is destructive where $100 \%$ inspection is not possible such as bullets, batteries, bulbs and so on. In this paper we consider CASP-CUSUM Schemes based on the assumption that the continuous variable under consideration follows a truncated Rayleigh Distribution. The Rayleigh Distribution plays a vital role in Statistical Quality Control, particularly in estimating reliability by considering its distribution. Optimum CASP-CUSUM Schemes are suggested based on numerical results obtained.

## 1. Introduction

In this cut- throat competition various factors which will affect the quality and reliability of a product such as rapid evolution of new materials, components, processes, complexity of the product being manufactured, need to meet customers' demands such as availability, safety, warranty and require the full co-operation of all employees of an Organization manufacturing the product. In the past, the term 'quality' is defined in different dimensions, especially with regard to consumer point of view, system designer's point of view and so on. Durability, Safety, low-cost and the degree of satisfaction are the main characteristics which determine the quality of a product in Consumer's point of view. But in system designer's point of view the degree of profit and the degree of low cost productions are the major characteristics that determine the quality.

One of the most widely used qualities of control tools is the Acceptance Sampling Plans. Acceptance Sampling Plans determines the 'Sample Size' and Criteria for accepting or rejecting a product or batch based on the quality of a sample, using Statistical principles. Different types of techniques are employed by industries mainly in the manufacturing of Bullets, Crackers, Bulbs, and Batteries and so on, where $100 \%$ inspection is not possible. Sampling provides one rational means of verification that a production lot conforms to the requirements of technical specifications. $100 \%$ inspection does not guarantee 100\% compliance and is too time consuming and costly. Rather than evaluating all items or products, a specified sample is taken, inspected or tested, and a decision is made about accepting or rejecting the entire production lot.

Obviously, if the reliability of the product increases then the quality of the product will also increases, because in producer's point of view, the probability that an item or a machine or a product will survive for a longer period of time. It states that a better quality of a product. It can be evidently observed that the quality of the product depends on the functioning of the system. The quality of the product is usually defer from time to time and also the quality defers from product to product in the same manufacturing process. For example in case of electric bulbs the durability of an electric bulb will changes from bulb to bulb. Thus quality is the random phenomena.

Hawkins, D.M. [3] proposed a fast accurate approximation for ARL's of a CUSUM Control Charts. This approximation can be used to evaluate the ARL's for specific parameter values and the out of control ARL's of location and scale CUSUM Charts. Lonnie. C. Vance, [6] considered Average Run Length of cumulative Sum Control Charts for controlling for normal means and to determine the parameters of a CUSUM Chart. To determine the parameter of

CUSUM Chart the acceptable and rejectable quality levels along with the desired respective ARL's are considered.

Vardeman.S, Di-ou Ray [9] was introduced CUSUM control charts under the restriction that the values regard to quality are exponentially distributed. Further the phenomena under study is the occurrence of rate of rare events and the inter arrival times for a homogenous poison process are identically independently distributed exponential random variables.

Kakoty.S. Chakraborthy A.B. [5] proposed CASP - CUSUM charts under the assumption that the variable under study follows a Truncated Normal distribution. Generally truncated distributions are employed in many practical phenomena where there is a constraint on the lower and upper limits of the variable under study. For example, in the production engineering items, the sorting procedure eliminates items above or below designated tolerance limits. It is worthwhile to note that any continuous variable be first approximated as an exponential variable.

YI Dai, Yunzhao Luo, Zhonghua, Li and Zhaojun Wang [10] recommended a more generalized multivariate CUSUM (MCUSUM) control charts which are usually called adaptive MCUSUM Control Charts which not only operate without any pre-knowledge about the process shift, but also achieve an overall approximately optimal performance at each point in a broader range of mean shifts. Finally it is concluded by addressing some relevant issues such as super imposing Shewart Control Limit on their AMCUSUM Chart will perform more efficiently for large mean shifts just like combine Shewart CUSUM Charts.

Muhammad Riaz, Nasir Abbas and Ronald J.M.M Does [7] proposed two Runs rules schemes for the CUSUM Charts. The performance of the CUSUM and EWMA Charts are compared with the usual CUSUM and weighted CUSUM, the first initial response CUSUM compared with usual EWMA Schemes. This comparison stated that the proposed schemes perform better for small and moderate shifts.

Akthar P.Md and Sarma K.L.A.P [1] proposed an optimization of CASP-CUSUM Schemes based on truncated two parametric Gamma distribution and evaluated $L(O) L^{\prime}(0)$ and Probability of Acceptance and also optimized CASP-CUSUM Schemes based on numerical results.

In the present paper it is proposed CASP-CUSUM Charts when the variable under study follows truncated Rayleigh Distribution. Thus it is more worthwhile to study some interesting characteristics of this distribution.

## RAYLEIGH DISTRIBUTION

Definition: A continuous random variable $X$ assuming nonnegative values is said to have Rayleigh Distribution with parameter $\sigma>0$ its probability density function is given by:

$$
\begin{equation*}
f(x, \sigma)=\frac{x}{\sigma^{2}} e^{-x^{2} / 2 \sigma^{2}}, X \geq 0 \tag{1.1}
\end{equation*}
$$

## TRUNCATED RAYLEIGH DISTRIBUTION

Definition: The random variable $X$ is said to follow a truncated Rayleigh Distribution as:

$$
\begin{equation*}
f_{B}(x, \sigma)=\frac{\frac{x}{\sigma^{2}} e^{-x^{2} / 2 \sigma^{2}}}{1-\left[e^{\frac{1}{B^{2} / 2 \sigma^{2}}}\right]} X \geq 0 \tag{1.2}
\end{equation*}
$$

Where ' B ' is the truncation point of the Rayleigh Distribution.
The Rayleigh distribution is very flexible for modeling of life time of any product, and used for the life modeling in reliability analysis, life testing problems and accepting sampling plans. This distribution has been experienced in many applications such as communication, engineering and life testing. Rayleigh distribution is very flexible for modeling failure rate by choosing an appropriate value of the parameter.

Rayleigh distribution is a member of continuous probability distributions and it was introduced by Lord Rayleigh. It is often used in wind speed, energy, physics, communication and lifetime analysis. For example, it is used to model scattered signals that reach a receiver by multiple paths. Rayleigh derived it from the amplitude of sound resulting from many independent sources. This distribution is also connected with one or two dimensions and is sometimes referred to as "random walk" frequency distribution. The Rayleigh distribution is also used as a model for wind speed. The model describes the distribution of wind speed over the period of a year. This type of analysis is used for estimating the energy recovery from a wind turbine.

## 2. DESCRIPTION OF THE PLAN AND TYPE-C OC CURVE

Beattie[2] have suggested the method for constructing the continuous acceptance sampling plan. The procedure, suggested by him consists of a chosen decision interval namely, "Return interval" with the length $h^{\prime}$, above the decision line is taken. We plot on the chart the sum $\mathrm{S}_{\mathrm{m}}=\sum\left(X_{t}-k\right) X_{i} s(i=1,2, \ldots \ldots)$ are distributed independently and $k$ is the reference value. If the sum lies in the area of normal chart, the product is accepted and if it lies in the of the return chart, the product is rejected, subject to the following assumptions.

1. When the recently plotted point on the chart touches the decision line, then the next point to be plotted at the maximum, i.e., h+h'.
2. When the decision line is reached or crossed from above, the next point on the chart is to be plotted from the baseline.

When the CUSUM falls in the return chart, network or a change of specification may be employed rather than outright rejection.

The procedure in brief is given below.

1. Start plotting the CUSUM at 0 .
2. The product is accepted when $\mathrm{S}_{\mathrm{m}=} \quad \sum\left(X_{i}-k\right)<h$; when $\mathrm{S}_{\mathrm{m}}<0$, return cumulative to 0 .
3. When $h<S_{\mathrm{m}}<h+h^{\prime}$ the product is rejected: when $\mathrm{S}_{\mathrm{m}}$ crosses h , i.e., when $\mathrm{S}_{\mathrm{m}}>h^{+} h^{\prime}$ and continue rejecting product until $\mathrm{S}_{\mathrm{m}}>$ $h+h^{\prime}$ return cumulative to $h+h^{\prime}$

The Type - C, OC function, which is defined as the probability of acceptance of an item as a function of incoming quality, when sampling rate is same in acceptance and rejection regions. Then the probability of acceptance $P(A)$ is given by

$$
\begin{equation*}
P(A)=\frac{L(0)}{L(0)+L^{\prime}(0)} \tag{2.1}
\end{equation*}
$$

Where $L(0)=$ Average Run Length in acceptance zone and
$L^{\prime}(0)=$ Average Run Length in rejection zone.
Page, E.S [8] has introduced the formulae for $L(0)$ and $L^{\prime}(0)$ as

$$
\begin{align*}
L(0) & =\frac{N(0)}{1-P(0)}  \tag{2.2}\\
L^{\prime}(0) & =\frac{N^{\prime}(0)}{1-P^{\prime}(0)} \tag{2.3}
\end{align*}
$$

Where $P(0)=$ Probability for the test starting from zero on the normal chart,
$N(0)=A S N$ for the test starting from zero on the normal chart,
$P^{\prime}(0)=$ Probability for the test on the return chart and
$N^{\prime}(0)=$ ASN for the test on the return chart.
He further obtained integral equations for the quantities
$P(0), N(0), P^{\prime}(0), N^{\prime}(0)$ as follows:
$P(z)=F(k-z)+\int_{0}^{h} p(y) f(y+k-z) d y$,
$N(z)=1+\int_{0}^{h} N(y) f(y+k-z) d y$,
$P^{\prime}(z)=\int_{k+z}^{B} f(y) d y+\int_{0}^{h} P^{\prime}(y) f(-y+k+z) d y$
$N^{\prime}(z)=1+\int_{0}^{h} N^{\prime}(y) f(-y+k+z) d y$,
$F(x)=1+\int_{A}^{h} f(x) d x:$
$F(k-z)=1+\int_{A}^{k-z} f(y) d y$,
and $z$ is the distance of the starting of the test in the normal chart from zero.

## 3. METHOD OF SOLUTION

We first express the integral equation (2.4) in the form
$\mathrm{F}(\mathrm{x})=\mathrm{Q}(\mathrm{x})+\int_{c}^{d} R(x, t) F(t) d t$
Where $\mathrm{F}(\mathrm{x})=\mathrm{P}(\mathrm{c})$

$$
Q(x)=F(k-z)
$$

$$
\mathrm{R}(\mathrm{x}, \mathrm{t})=\mathrm{f}(\mathrm{y}+\mathrm{k}-\mathrm{z})
$$

Let the integral $\mathrm{I}=\int_{c}^{d} f(x) d x$ be transformed to
$I=\frac{d-c}{2} \int_{c}^{d} f(y) d y=\frac{d-c}{2} \sum a_{i} f\left(t_{i}\right)$
Where $\mathrm{y}=\frac{2 x-(c-d)}{d-c}$ where $\mathrm{a}_{\text {' }}$ 's and t 's respectively the weight factor and abscissa for the Gauss-Chibyshev polynomial, given in Jain M.K. and et al [4] using (3.1) and (3.2), (2.4) can be written as
$\mathrm{F}(\mathrm{x})=\mathrm{Q}(\mathrm{x}) \frac{d-c}{2} \sum a_{i} R\left(x, t_{i}\right) F\left(t_{i}\right)$
Since equation (3.3) should be valid for all values of x in the interval ( $c, d$ ), it must be true for $x=t_{1} . i=0(1) n$ then obtain
$\mathrm{F}\left(\mathrm{t}_{\mathrm{i}}\right)=\mathrm{Q}\left(\mathrm{t}_{\mathrm{i}}\right)+\frac{d-c}{2} \sum a_{i} R\left(t_{i}, t_{i}\right) F\left(t_{i}\right)$
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$j=0(1) n$

## `Substituting

$\mathrm{F}\left(\mathrm{t}_{\mathrm{i}}\right)=\mathrm{F}_{\mathrm{i}} \mathrm{Q}\left(\mathrm{t}_{\mathrm{i}}\right)=\mathrm{Q}_{\mathrm{i},} \mathrm{i}-0$ (1) n , in (2.4.4), we get
$\left.F_{o}=Q_{o}+\frac{d-c}{2}\left[a_{o} R\left(t_{o}, t_{o}\right) F_{o}+a_{1} R\left(t_{0}, t_{1}\right) F_{1}+\ldots a_{n} R\left(t_{0}, t_{n}\right) F_{n}\right)\right]$
$\left.F_{1}=Q_{1}+\frac{d-c}{2}\left[a_{o} R\left(t_{1}, t_{o}\right) F_{o}+a_{1} R\left(t_{1}, t_{1}\right) F_{1}+\ldots a_{n} R\left(t_{1}, t_{n}\right) F_{n}\right)\right]$
$\left.F_{n}=Q_{n}+\frac{d-c}{2}\left[a_{o} R\left(t_{n}, t_{o}\right) F_{o}+a_{1} R\left(t_{n}, t_{1}\right) F_{1}+\ldots . a_{n} R\left(t_{n}, t_{n}\right) F_{n}\right)\right]$
In the system of equations except $F_{i}, i=0,1 \ldots n$ are known and hence can be solved for $F_{i}$. We solve the system of equations by the method of Iteration. For this we write the system (3.5) as
$\left.\left[1-T a_{0} R\left(t_{o}, t_{0}\right)\right] F_{0}=Q_{0}+T\left[a_{0} R\left(t_{0}, t_{0}\right) F_{o}+a_{1} R\left(t_{0}, t_{1}\right) F_{1}+\ldots a_{n} R\left(t_{0}, t_{n}\right) F_{n}\right)\right]$
$\left.\left[1-T a_{1} R\left(t_{1}, t_{1}\right)\right] F_{1}=Q_{1}+T\left[a_{0} R\left(t_{1}, t_{o}\right) F_{o}+a_{1} R\left(t_{1}, t_{1}\right) F_{1}+\ldots a_{n} R\left(t_{1}, t_{n}\right) F_{n}\right)\right]$
$\left.\left[1-T a_{n} R\left(t_{n}, t_{n}\right)\right] F_{n}=Q_{n}+T\left[a_{o} R\left(t_{n}, t_{o}\right) F_{o}+a_{1} R\left(t_{n}, t_{1}\right) F_{1}+\ldots a_{n} R\left(t_{n}, t_{n}\right) F_{n}\right)\right]$
Where $T=\frac{d-c}{2}$
To start the Iteration process, let us put $0=\mathrm{Fn} \ldots . .=\mathrm{F} 2=\mathrm{F} 1$ in the first equation of (3.6), we then obtain a rough value of Fo. Putting this value of Fo and $0=\mathrm{Fn} \ldots . \mathrm{F}=\mathrm{F} 23$ in the second equation, we get a rough value $F_{1}$ and so on. This gives the first set of values $F_{i}$, $\mathrm{i}=0,1,2, \ldots \ldots \ldots, n$ which are just the refined values of $\mathrm{Fi}, \mathrm{i}=$ $0,1,2, \ldots \ldots, n$. The process is continued until two consecutive sets of values are obtained up to a certain degree of accuracy. In the similar way solutions (0) $\mathrm{N}^{\prime}(0), \mathrm{N}(0), \mathrm{P}^{\prime}$ can be obtained.

## 4. COMPUTATION OF ARL's \& P (A)

We developed computer programs to solve equations (3.1 to 3.6) and get the following tables.

TABLE - 4.1 VALUES OF ARLs AND TYPE -C OC CURVES when $k=2 \quad h=0.25 \quad h^{\prime}=0.25=2$

| $B$ | $L(0)$ | $L^{\prime}(0)$ | $P(A)$ |
| :--- | :--- | :--- | :--- |
| 2.9 | 2.45915 | 1.0189053 | 0.7070470 |
| 2.8 | 2.62206 | 1.0196999 | 0.7199982 |
| 2.7 | 2.83396 | 1.0205958 | 0.7352234 |
| 2.6 | 3.11937 | 1.0216091 | 0.7532927 |
| 2.5 | 3.52245 | 1.0227588 | 0.7749810 |
| 2.4 | 4.13155 | 1.0240691 | 0.8013685 |
| 2.3 | 5.15281 | 1.0255685 | 0.8340068 |
| 2.2 | 7.20460 | 1.0272933 | 0.8752057 |
| 2.1 | 13.37830 | 1.0292884 | 0.9285592 |
| 2.0 | 48626.37891 | 1.0316113 | 0.9999788 |

TABLE - 4.2 VALUES OF ARLs AND TYPE -C OC CURVES when $k=2 h=0.5 \quad h^{\prime}=0.5 \sigma=2$

| $B$ | $L(0)$ | $L^{\prime}(0)$ | $P(A)$ |
| :--- | :--- | :--- | :--- |
| 4.9 | 10.88384 | 1.0128758 | 0.9148609 |
| 4.8 | 11.68377 | 1.0129642 | 0.9202185 |
| 4.7 | 12.73223 | 1.0130632 | 0.9262974 |
| 4.6 | 14.15342 | 1.0131741 | 0.9331970 |
| 4.5 | 16.17069 | 1.0132978 | 0.9410324 |
| 4.4 | 19.23069 | 1.0134360 | 0.9499393 |
| 4.3 | 24.37546 | 1.0135901 | 0.9600776 |
| 4.2 | 34.73089 | 1.0137619 | 0.9716388 |
| 4.1 | 65.92414 | 1.0139530 | 0.9848524 |
| 4.0 | 513085.53125 | 1.0141658 | 0.9999980 |

TABLE - 4.3 VALUES OF ARLs AND TYPE -C OC CURVES when $\mathrm{k}=2 \mathrm{~h}=0.75 \quad \mathrm{~h}^{\prime}=0.75 \sigma=2$

| $B$ | $L(0)$ | $L^{\prime}(0)$ | $P(A)$ |
| :--- | :--- | :--- | :--- |
| 2.9 | 2.38913 | 1.0383999 | 0.6970412 |
| 2.8 | 2.54433 | 1.0400420 | 0.7098397 |
| 2.7 | 2.74619 | 1.0418967 | 0.7249547 |
| 2.6 | 3.01810 | 1.0439980 | 0.7429904 |
| 2.5 | 3.40212 | 1.0463878 | 0.7647778 |
| 2.4 | 3.98241 | 1.049117 | 0.7914914 |
| 2.3 | 4.95532 | 1.052244 | 0.8248460 |
| 2.2 | 6.90970 | 1.055841 | 0.8674465 |
| 2.1 | 12.78768 | 1.0600615 | 0.9234488 |
| 2.0 | 11903.35547 | 1.0649704 | 0.9999105 |

TABLE - 4.4 VALUES OF ARLs AND TYPE -C OC CURVES when $k=2 h=1 \quad h^{\prime}=1 \sigma=2$

| $B$ | $L(0)$ | $L^{\prime}(0)$ | $P(A)$ |
| :--- | :--- | :--- | :--- |
| 2.9 | 2.32063 | 1.0585122 | 0.6867509 |
| 2.8 | 2.46833 | 1.0610589 | 0.6993645 |
| 2.7 | 2.66045 | 1.0639398 | 0.7143318 |
| 2.6 | 2.91924 | 1.0672102 | 0.7322906 |
| 2.5 | 3.28474 | 1.0709375 | 0.7541285 |
| 2.4 | 3.83704 | 1.0752050 | 0.7811174 |
| 2.3 | 4.76293 | 1.0801170 | 0.8151450 |
| 2.2 | 6.62244 | 1.0858041 | 0.8591372 |
| 2.1 | 12.21075 | 1.0924342 | 0.9178817 |
| 2.0 | 5039.22314 | 1.1002243 | 0.9997817 |

TABLE - 4.5 VALUES OF ARLs AND TYPE -C OC CURVES when $k=4 h=0.25 \quad h^{\prime}=0.25 \sigma=2$

| $B$ | $L(0)$ | $L^{\prime}(0)$ | $P(A)$ |
| :--- | :--- | :--- | :--- |
| 4.9 | 10.67102 | 1.0260171 | 0.9122840 |
| 4.8 | 11.45370 | 1.0261977 | 0.9177720 |
| 4.7 | 12.47958 | 1.0264000 | 0.9240040 |
| 4.6 | 13.87011 | 1.0266263 | 0.9310838 |
| 4.5 | 15.84384 | 1.0268793 | 0.9391325 |
| 4.4 | 18.83773 | 1.0271618 | 0.9482926 |
| 4.2 | 34.00151 | 1.0278282 | 0.9706581 |
| 4.1 | 64.51011 | 1.0282193 | 0.9843112 |
| 4.0 | 131695.48438 | 1.0286549 | 0.9999922 |

TABLE - 4.6 VALUES OF ARLs AND TYPE -C OC CURVES when $\mathrm{k}=4 \mathrm{~h}=0.5 \quad \mathrm{~h}^{\prime}=0.5 \sigma=2$

| B | $\mathrm{L}(0)$ | $L^{\prime}(0)$ | $\mathrm{P}(\mathrm{A})$ |
| :--- | :--- | :--- | :--- |
| 2.9 | 2.25349 | 1.0792723 | 0.6761630 |
| 2.8 | 2.39389 | 1.0827850 | 0.6885568 |
| 2.7 | 2.57651 | 1.0867652 | 0.7033350 |
| 2.6 | 2.82251 | 1.0912923 | 0.7211686 |
| 2.5 | 3.16996 | 1.0964634 | 0.7430019 |
| 2.4 | 3.69496 | 1.1023995 | 0.7702068 |
| 2.3 | 4.57495 | 1.1092520 | 0.8048536 |
| 2.2 | 6.34165 | 1.1172140 | 0.8502166 |
| 2.1 | 11.64518 | 1.1265339 | 0.9117947 |
| 2.0 | 2681.60718 | 1.1375383 | 0.9995760 |

TABLE - 4.7 VALUES OF ARLs AND TYPE -C OC CURVES when $\mathrm{k}=4 \mathrm{~h}=0.75 \quad \mathrm{~h}^{\prime}=0.75 \sigma=2$

| $B$ | $L(0)$ | $L^{\prime}(0)$ | $P(A)$ |
| :--- | :--- | :--- | :--- |
| 4.9 | 10.46130 | 1.0394322 | 0.9096203 |
| 4.8 | 11.22700 | 1.0397089 | 0.9152414 |
| 4.7 | 12.23061 | 1.0400189 | 0.9216300 |
| 4.6 | 13.59091 | 1.0403659 | 0.9288944 |
| 4.5 | 15.52169 | 1.0407540 | 0.9371618 |
| 4.4 | 18.45028 | 1.0411872 | 0.9465824 |
| 4.3 | 23.37352 | 1.0416706 | 0.9573352 |
| 4.2 | 33.28083 | 1.0422094 | 0.9696353 |
| 4.1 | 63.10632 | 1.0428100 | 0.9837440 |
| 4.0 | 58011.45313 | 1.0434788 | 0.9999820 |

TABLE - 4.8 VALUES OF ARLs AND TYPE -C OC CURVES when $k=4 h=1 \quad h^{\prime}=1 \sigma=2$

| $B$ | $\mathrm{~L}(0)$ | $L^{\prime}(0)$ | $\mathrm{P}(\mathrm{A})$ |
| :--- | :--- | :--- | :--- |
| 4.9 | 10.25450 | 1.0531301 | 0.9068655 |
| 4.8 | 11.00344 | 1.0535072 | 0.9126224 |
| 4.7 | 11.98506 | 1.0539297 | 0.9191709 |
| 4.6 | 13.31552 | 1.0544026 | 0.9266244 |
| 4.5 | 15.20386 | 1.0549315 | 0.9351162 |
| 4.4 | 18.06792 | 1.0555222 | 0.9448048 |
| 4.3 | 22.88217 | 1.0561816 | 0.9558791 |
| 4.2 | 32.56823 | 1.0569168 | 0.9685677 |
| 4.1 | 61.71230 | 1.0577364 | 0.9831491 |
| 4.0 | 32043.87891 | 1.0586495 | 0.9999670 |

## 5. CONCLUSIONS

For the hypothetical values of the parameters $k, h, h^{\prime} \& \sigma$ given at the top of each table, we determine optimum truncated point B at which $P(A)$ the probability of accepting an item is maximum and also obtained ARL's values which represents the acceptance zone $L(O)$ and rejection zone $L^{\prime}(O)$ values. The values of truncated point B of random variable $\mathrm{X}, L(O), L^{\prime}(O)$ and the values for Type - C OC Curve, i.e. P(A) are given in columns I, II, III and IV respectively.

From the above tables 4.1 to 4.8 we made the following conclusions
(I) By observing the above tables the values of $h$, h ' increases then related values of $L(0)$ decreases. So the sizes of accepted and rejected zones and $L(0)$ are inversely related.
(ii) By observing the above tables the values of $h, h$ ' increases then related values of $P(A)$ decreases. So the sizes of accepted and rejected zones and $P(A)$ are inversely related.
(iii) By observing the above tables the reference value K increase then $L(0)$ increases. So, reference value and $L(0)$ are positively related.
(iv) By observing the above tables the reference value K increase then $P(A)$ increases. So, reference value and $P(A)$ are positively related.
(v) By observing the above table we found that the value of parameter of Rayleigh distribution increases then $P(A)$ is also increases. So the parameters of Rayleigh distribution and $P(A)$ are positively related.
(vi) The various relations exhibited among the ARL's and Type-C OC Curves with the parameters of the CASP-CUSUM based on the above table 4.. 1 to 4.8 are observed from the following table No.5.1.

TABLE 5.1 Optimum Values of CASP-CUSUM Schemes

| B | $\sigma$ | k | h | $\mathrm{h}^{\prime}$ | $\mathrm{L}(0)$ | $\mathrm{L}^{\prime}(0)$ | $\mathrm{P}(\mathrm{A})$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2.0 | 2 | 2 | 0.25 | 0.25 | 48626.3789 | 1.0316113 | 0.9999788 |
| 2.0 | 2 | 2 | 0.5 | 0.5 | 11903.3554 | 1.0649704 | 0.9999105 |
| 2.0 | 2 | 2 | 0.75 | 0.75 | 5039.2231 | 1.1002243 | 0.9997817 |
| 2.0 | 2 | 2 | 1 | 1 | 2681.6071 | 1.1375383 | 0.9995760 |
| 4.0 | 2 | 4 | 0.25 | 0.25 | 513085.5312 | 1.0141658 | 0.9999980 |
| 4.0 | 2 | 4 | 0.5 | 0.5 | 131695.4843 | 1.0286549 | 0.9999922 |
| 4.0 | 2 | 4 | 0.75 | 0.75 | 58011.4531 | 1.0434788 | 0.9999820 |
| 4.0 | 2 | 4 | 1 | 1 | 32043.8789 | 1.0586495 | 0.9999670 |

By observing the above table the values of $L(O)$ and $P(A)$, the optimum CASP-CUSUM as
$\left[\begin{array}{l}B=4.0 \\ \sigma=2 \\ k=4 \\ h=0.25 \\ h^{\prime}=0.25\end{array}\right]$
$P(A)$ is 0.9999980
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