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The study is aimed at targeting one of the key sectors of Indian stock market i.e. Energy Sector. As NIFTY Energy Index 
defines the health of the sector and the sentiment of the investors, we have undergone detailed study of the index with an 
objective to assess various statistical parameters inbuilt in the data series of 3 years with 742 data points. As the sector is 
strategically important to the macroeconomic aspects of the country, the emphasis was more on the evaluation of trend of 
the sectoral index return and its dependence on its past data. As the Indian economy and its macroeconomic framework 
depends on import volume of Crude Oil, this analysis strongly poses the possible bi-directional causality between the 
Oil price and Energy Index based on the forecasted market sentiment. Establishment of positive outcome from the 
statistical modelling and analysis of the NIFTY Energy Index returns had guided us to predict the direction of the index 
and forecast investor sentiment in the sector.
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1. INTRODUCTION
The health of any economy can be measured by analysing a 
multiple relevant parameters and indicators that are mostly 
macroeconomic in nature. The frequently used terms like 
bullish, sluggish, dovish, hawkish, though eponymous, are 
having its origin and implications both in the arena of 
macroeconomic fundamentals. While analysing the 
fundamentals and deriving some strong findings, it is very 
often assessed that many of the minor / insignificant variables 
come out to be supremely useful in analytics and its 
application.

While highlighting the growth prospects, we revolve around 
GDP growth, Gross Value Added (GVA), Gross Capital 
Formation calculations. In addition to this, the stock market 
health mostly depicts the investor sentiment which is 
primarily dependent on the VUCA (Volatility, Uncertainty, 
Complexity, Ambiguity) factors. The FDI and FPI inflows 
positively impact the economic health due to the formal 
acceptance of better economic prospects of any country by 
another. When FDI inflow is considered to be an indicator to 
ascertain the stability of an economy, it is a proven fact that it 
impacts the developed countries more than the developing 
ones. Similarly, the import dependent countries are 
essentially affected by the price movement of the key 
imported goods. This impact originates at trade deficit, 
traverses across current account deficit, foreign exchange 
depletion and ends at devaluation of home currency.

Hence the analysis of the imported goods contributing 
immensely to the macroeconomic parameters of the country 
is of pivotal importance. Crude Oil is contributing a whopping 
25% of the approximate $450 Billion import bill of India. 
Despite various intermediate measures, India's oil 
dependence had jumped to an alarming 84% in 2018-19 
where it was 77% in 2013-14.Oil consumption of the country 
increased from 185 million tonnes in 2015-16 to 195 million 
tonnes in the next year and 206 million tonnes in the following 
year. In 2018-19, the usage grew by 2.6 per cent to 
approximate 212million tonnes. India's Crude Oil import was 
reported as 4,341.414 Barrel/Day in Dec 2017 and 
subsequently jumped to 4,543.645 Barrel/Day in Dec 2018. 
This shows India's ever-increasing dependency on Crude Oil 
resulting in perennial pressure of fiscal indicators. 

Energy Sector of the country is not only having direct 
relationship with the input cost of Crude Oil but also is 
significantly impacted by its price volatility. The market 
sentiment of this sector is reflected comprehensively by 
NIFTY Energy Index in India. NIFTY Energy Sector Index 
includes companies belonging to Petroleum, Gas and Power 

sectors. The Index comprises of 10companies listed on 
National Stock Exchange of India (NSE).NIFTY Energy Index 
is computed using free float market capitalization method, 
wherein the level of the index reflects the total freefloat 
market value of all the stocks in the index relative to particular 
base market capitalization value. NIFTY Energy Index can 
beused for a variety of purposes such as benchmarking fund 
portfolios, launching of index funds, ETFs and structured 
products. It consists of 10 companies that cater to 10% of the 
total NIFTY market cap of approximately $ 2.27 Trillion.

Constituents of the NIFTY Energy Index

2. Literature Review
Zohra Bi, Abdullah Yousuf,Aatika Bi in their paper on the study 
of impact of power sector stock on nifty index had examined 
the causality between the daily returns of nifty stocks and the 
daily returns the power sector stocks in the nifty index. The 
authors did the Granger Causality test in which they found 
that there is a bidirectional causality between the selected 
Nifty Power Stock and market returns. They had concluded 
that market returns can explain the returns in the nifty power 
stock, but it cannot be the only explanatory factor explaining 
the total return of power stock.

Manna Majumder and Anwar Hussian had presented a 
computation approach using neural network to predict the 
nifty 50 index by using data from 1st January, 2000 to 31st 
December, 2009.They had validated the model of neural 
network across 4 years of trading days. The performance of 
neural network was reported with an average accuracy of 
69.72% over a period of 4 years.

Dr. Jay Desai, Nisarg A Joshi had presented a computational 
approach for predicting the S&P CNX Nifty 50 Index. A neural 
network based model has been used in predicting the 
direction of the movement of the closing value trend of the 
index by predicting the seven day simple moving average 
value change after seven days.

Mulukalapally Susruth, in his paper on Financial Forecasting: 
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An Empirical Study on Box –Jenkins Methodologywith 
reference to the Indian Stock Market, had developed stock 
price predictive model with ARIMA where he outlined that 
actual and predicted values of the developed stock 
pricepredictive model are slightly close So far very less has 
been evaluated and analysed pertaining to NIFTY Energy 
index and we have tried to model the autocorrelation of the 
data series with the help of ARMA model and the variance 
with GARCH and EGARCH.

3. Initial Theoretical framework and Methodology
As the objective of the study and analysis is to find out the 
relationship of the NIFTY Energy index with its past value, it is 
also equally relevant to forecast its future value. The NIFTY 
Energy index, comprising of 10 major energy sector stocks, 
also guides us on the sentiment of investors on this import 
dependent sector. Although the objectivity of this research is 
being restricted to analyse core day-wise data of NIFTY 
Energy Index to find out the autocorrelation, it may also throw 
some light on the future trend of this sector which plays a key 
role in total core sector of the economy, WPI / CPI inflation rate 
and Industrial Production Index. The day wise NIFTY Energy 
Index data has been obtained from official NIFTY website 
(www.niftyindices.com) and the analysis has been performed 
based on 3 years data from January 01, 2016 to January 01, 
2019. Total 742 data points have been analysed for this 
purpose to obtain utmost precision and to make the 
conclusion more reliable. To normalise the dataset and to 
reduce variances, the log return of the day wise data series 
has been considered as the base of analysis. The log return of 
the NIFTY Energy index has been defined as ((log(Xt/Xt-1)) 
where Xt is the index value at time t and Xt-1 is the index value 
at its previous time period (t-1). All the analysis has been 
performed with the help of EViews software.

While performing the data analysis, various statistical tools have 
been used. The data has been analysed in a methodical manner. 
Firstly, the descriptive statistics of the data series has been 
observed to assess its normality and subsequently the spike 
graph has been plotted to understand the volatility. Then the 
autocorrelation has been tested with the help of Correlogram and 
Breusch-Godfrey Serial Correlation test. While establishing 
correlation, the presence of Unit Root has been tested with 
Augmented Dicky Fuller test – with constant and with both 
constant and trend. When the stationarity of the time series data 
has been established, the suitable Autoregressive Moving 
Average (ARMA) model has been established. Subsequently the 
variances of the modelled data series have been analysed 
resulting in a suitable GARCH model. While comparing, it has 
been found that the variance of the data series can be 
represented better by an EGARCH model. 

4. Presentation of data and explanation
The three-year NIFTY Energy index data with 742 data points 
has been analysed step-wise and the descriptive statistics of 
the return of the raw data is depicted in Figure 1.

Figure 1

The skewness and Kurtosis values along with the Histogram 
plot reflect a tendency of normal distribution and the same is 
reiterated with a high but sub 2000 Jarque-Bera value. The 
index returns have been plotted (Figure 2) to ascertain the 

volatility and it has been observed that the returns are volatile 
in nature with limited shocks and evenly distributed volatility 
factors.

Figure 2

The index return data is then tested to assess any 
autocorrelation (AC) i.e. systemic relationship with its own 
lag. The autocorrelation of a series Y and lag k is estimated by:

where Y bar is the sample mean of Y. This is the correlation 
coefficient for values of the series k periods apart. EViews 
estimates the partial autocorrelation (PAC) at lag k 
recursively by

Where      is the estimated autocorrelation at lag k and where:

This is a consistent approximation of the partial auto  
correlation. The algorithm is described in Box and Jenkins 
(1976, Part V, Description of computer programs). To obtain a 
more precise estimate of Φ, the following regression can be 
used:

(Eviews user guide: www.eviews.com)

where et is a residual. If the partial autocorrelation is within 
these bounds, it is not significantly different from zero at 
(approximately) the 5% significance level. The correlogram 
for 18 lags has been depicted in Figure 3. It is observed form 
the correlogram that the test statistics is significant at 5% 
level post 3 lags. The Q-statistics are significant and the 
probability values are considerable at 5% level. The 
Breusch-Godfrey Serial Correlation LM test has been 
performed to assess the autocorrelation of the index return 
data with Null Hypothesis H0: There is no autocorrelation in 
the NIFTY Energy index return data and Alternate 
Hypothesis H1: There is autocorrelation in the NIFTY Energy 
index return data. The outcome of the Breusch-Godfrey 
Serial Correlation LM test up to 6 lags (Figure 4)shows 
significant probability of chi-square and F-statistics to reject 
the null hypothesis and accept the alternate hypothesis that 
says there is serial correlation or autocorrelation in the 
index return data series.

24 www.worldwidejournals.com

PARIPEX - INDIAN JOURNAL F RESEARCH | O September - 2019Volume-8 | Issue-9 |  | PRINT ISSN No. 2250 - 1991 | DOI : 10.36106/paripex



Figure 3

Figure 4

Unit Root Test:
Unit root tests are performed to assess stationarity in a time 
series. A time series can be termed as staionary if a shift in 
time doesn’t result in a change in the shape of the distribution; 
unit roots are major cause for non-stationarity. The existence 
of unit roots can cause any analysis to have serious issues like 
errant behaviour and spurious regression. There are multiple 
tests to ascertain the presence of unit root namely Dickey 
Fuller Test, Elliott–Rothenberg–Stock Test, Schmidt–Phillips 
Test, Phillips–Perron (PP) Test, Zivot-Andrews test of which 
Augmented Dickey-Fuller (ADF) test handles lengthier and 
more complex models. It has the downside of a fairly high 
Type I error rate.

The data set has been tested here with Augmented Dickey 
Fuller Test. The Augmented Dickey Fuller Test (ADF) is unit 
root test for stationarity. Unit roots can cause unpredictable 
results in time series analysis. The Augmented Dickey-Fuller 
test can be used with serial correlation. The ADF test can 
handle more complex models than the Dickey-Fuller test, and 
it is also more powerful. That said, it should be used with 
caution because—like most unit root tests—it has a relatively 
high Type I error rate. The data has been tested with ADF test – 
both with only constant (Figure 5) and constant with linear 
trend (Figure 6). In both the tests, it has been observed that at 
5% level of significance, t-statistic (calculated t-value) or 
tstat<tcritical obtained from the ADF table. This rejects the 
null hypothesis that the log return of NIFTY Energy index 
(RNE) data set has a unit root. This also emphasises the 
stationarity of the data set which can subsequently be 
modelled as an autoregressive moving average (ARMA) 
model as it will not traverse for a random walk. 

Figure 5

Figure 6

Autoregressive Moving Average (ARMA) modelling:
The ARMA(p, q) discusses about a model with p 
autoregressive terms and q moving-average terms. This 
model consists of AR(p) and MA(q) models,

The general ARMA model was described in the 1951 thesis of 
Peter Whittle, who used Laurent series, Fourier analysis and its 
statistical inference. ARMA models were popularized later by 
George E. P. Box and Jenkins in a book in 1970, and they were 
proponents of an iterative (Box–Jenkins) method for selection 
and estimation. As the data series has been found as 
autocorrelated and stationary, autoregressive model will suit 
it the most. The data set has been modelled with only 
Autoregression AR (2) model, ARMA(1,1) and ARMA(2,2) 
model. Result of AR(2) model (Figure 7)highlights significant 
acceptability of AR(1) but no significance of AR(2) and 
constant terms at 5 % significant

Figure 7

level. Subsequently the result of ARMA(1,1) model (Figure 8) 
rejects both AR(1) and MA(1) coefficients at 5% significant 
level. ARMA (2,2) model suited best for the given data set 
where the

Figure 8

result (Figure 9) coefficients are significant for both AR(1), 
AR(2) and MA(1), MA(2) at 5% level. The lowest Akaike info 
criterion (AIC) for this reiterates the perfect suitability of the 
model. The values of both inverted AR roots and inverted MA 
roots signify that AR roots are stationary and MA roots are 
invertible. Hence the best fit ARMA(2,2) model for RNE can be 
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written as: Equation 1:

RNE =0.000687+ε  +1.566553RNE -0.820614RNE -t t t - 1 t - 2

1.502940ε +0.732694 εt-1 t-2

Figure 9

The data clearly implies the rejection of Null Hypothesis of no 
autocorrelation of Ljung-Box joint statistics as it is rejected at 
5% level.

Variance modelling: Generalized Autoregressive 
Conditional Heteroskedasticity (GARCH) and Exponential 
GARCH (EGARCH) modelling:
If an autoregressive moving average model (ARMA) model is 
assumed for the error variance, the model is defined as a 
generalized autoregressive conditional heteroskedasticity 
(GARCH) model.

In that case, the GARCH (p, q) model (where p is the order of 
2 2the GARCH terms σ and q is the order of the ARCH terms ε ), 

following the notation of the original paper, is given by

The NIFTY Energy Index data returns also showed 
heteroskedasticity in its variances and the variance has been 
modelled with both GARCH and EGARCH. While comparing 
the output of GARCH 

Figure 10

(Figure 10) and EGARCH (Figure 11), lower Akaike Info 
Criterion (AIC) value establishes higher veracity of the 
EGARCH model. The probability of the AR and MA 
coefficients also reaffirms the fact. The probability of the 
coefficients of the model variables denotes better fitting 
probability of the EGARCH model which can be expressed as:

Figure 11

As stated earlier, the variance of the same data series has 
been analysed with EGARCH (Figure 11) to obtain further 
outcome.

As described in the model definition, the variances can be 
represented as:

2 2 2log (σ ) = -1.178865 + 0.895534log (σ ) + 0.112601 ε / (√ σ ) +t t-1 t-1 t-1

5. DISCUSSION
The NIFTY Energy Index has been analysed in the paper and 
the outcome is very much interesting. The index return data is 
highly autocorrelated and most of the lags have significant 
autocorrelation. The stationarity of the data set has been 
established with the absence of Unit Root and subsequently 
the data has been modelled optimally in ARMA (2,2) model 
(Equation 1). The variances have been normalised with the 
resultant equation in both GARCH (Equation 2) and EGARCH 
(Equation 3) model. The data series, with the help of the 
modelled equation, can be easily forecasted. The causality 
effect implies the dependence of Energy Index on Crude Oil 
price and Energy Index can be considered as dependent 
variable. However, when the Energy Index is having serial 
autocorrelation without unit root and with stationarity feature, 
it signifies its future predictability with its past data. The 
forecast of NIFTY Energy index not only states the health 
expectation of the sector but it also emphasises the market 
sentiment of the investors on crude oil price resulting in a 
reverse bi-directional causality effect on the index return. The 
crude oil price can subsequently be foreseen with the 
movement of this Energy Sector index return. With this in can 
be concluded that the NIFTY Energy index log return data is 
autocorrelated, stationary without significant impact of unit 
roots and can be modelled as ARMA (2,2) whereas its 
variance can be modelled as EGARCH. Both the models can 
be significantly represented to forecast the future outcome of 
the index.
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