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T Here, in this research paper, we have applied the Gibbs Sampling Technique and RWM-H (Random Walk Metropolis - 
Hasting) Algorithm for the Bayesian Estimation of m, β1, β2 and 1/2. Also we have assumed that at some point of time say 
'm', the co-efficient of regression changes from β1 to β2. Further, we have discussed about the effects of prior information 
on the Bayes estimates on the basis of the TPLR (Two Phase Linear Regression) Model with a Bayesian approach.
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