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T Researchers from many fields produce data in text form and require its visualization for further analysis or application. 
Availability of open-source tools has made it convenient for them, yet there is a challenge in choosing a suitable tool and 
preparing a compatible input. This paper describes 10 popular open-source text visualization tools for word-clouds, 
compares them and suggests a priority window technique to convert corpus into a small single text file that retains the 
data characteristics of corpus. The visualizations produced by various methods to convert corpus into a single text file 
are compared to show the effectiveness of our proposal.
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INTRODUCTION 
Text is the most comprehensible form for human beings. 
Humans developed the script for communication because 
people communicate majorly in the text form not in the 
numerical form. Thus, text being the major part of human 
communication, comprehension and interaction, a copious 
amount of data is available in textual form like emails, 
webpages, newsfeeds, articles, stories etc. All these texts 
have different patterns inside it and when a professional 
derives those patterns through automated process, it is 
termed as text analytics [1]. Actually, text analytics enabling 
the user to convert the text into information so that the major 
five tasks [2] can be achieved through text analytics and also 
benefit to society, science and business are as follows: (i) 
Information extraction [3], (ii) Information retrieval, (iii) 
Clustering / Categorization, and (iv) Summarization. 
Summarization [4, 5] is a task of condensing large amount of 
text data into its most important parts such that information 
loss is minimal. The major summarization approaches are 
categorized into two forms [6]: First is Text-to- Text form [7, 8] 
is also called Text summarization which shortening up the 
long text by recognizing the important point and summarized 
into a smaller text without altering the meaning of the text and 
important approaches are deeply described in [9, 10]. The 
second is Text-to-Graphical form [11] is extracting the 
important words from a large amount of text and summarizing 
into a graphical form.  This graphical form is termed as Text 
visualization. Text visualization is a collective term for 
methods used to convert results of text analysis in a visual 
form. [12, 13] describes it as transforming the text information 
into a visual form by considering the words, sentences and 
their relationship to make the user understand better and 
reduces the mental workload from facing massive text. 
Currently [14, 15] presented the survey on text visualization 
with a visualization browser and SoSVis [16]. Text 
visualization can be represented in many forms Tagcloud [17, 
18], Word- cloud [19-21], Graph [22, 23], Graph-of-Words [24], 
chart [25], Map [26], Text data stream [27], Social networks 
[28] and others like timeline, tree-map [29], head-map, and 
spark-line. Users who have only working knowledge of 
computers prefer those text visualization which is capturing 
and attractive to the human eye like word-cloud. Because 
other forms like histograms, require a deep mathematical 
knowledge to interpret them. This makes word-clouds [30], a 
popular choice. It is used to depict words of input text 
document as arranged in space varied in size, color, and 
position based on word frequency, categorization, or 
significance [31]. A word that appears more in the text will be 
bigger and bolder in the word-cloud. 

Several applications of text visualization are material science 
[32], health care [33], social media [34-36], services 
management [37], consumer reviews [38], Theme-crowds 

[39], and business performance analysis. Majority of users 
here are not well-versed with text mining and require only a 
visualization of their textual data. For such researchers ready-
to-use visualization tools are very useful. Open-source tools 
are available for such purposes and this paper describes few 
such easy-to-use tools. The approach towards text 
visualization can be categorized into two based on the form of 
input [40]: (i) single text approach or (ii) collection of text 
approach. The entire corpus can be input to the visualization 
tool in the latter approach while the former limits the input to a 
single text file. This single file is also of limited size, hence the 
challenge of converting a corpus into a single text file that 
retains its text data characteristics. 

In this paper, we have focused on this challenge. Various 
open-source text visualization tools are available for a single 
text representation only.  So, we suggest here how to convert 
the corpus into a single text file and then visualize it with the 
help of visualization tools. The rest of paper first describes few 
popular and easy-to-use visualization tools, and then 
discusses “priority-window” techniques of converting a 
corpus into single text file. The methods are used to produce 
word-clouds of a corpus and those word-clouds are compared 
to demonstrate the effectiveness of our proposal.

TOOLS DESCRIPTION
This section briefly introduces some popular open-source 
text visualization tools, especially for word-clouds, with their 
salient features and major drawbacks. 

A. WordArt /Tagul
WordArt is a good tool which provides several settings such as 
text color, shape of the word-cloud, size, and density of the 
word, fonts and more. Input is to be provided as a list of 
keywords. It has a much fancier look than most of the other 
tools. The main drawback of this tool is it neither allows single 
text file upload nor a corpus. This tool available at 
https://wordart.com/.

B. Tagcrowd
An easy-to-use tool that allows only pasting of text or single 
file upload. There are no options for changing shape, color, 
etc. The words are shown in alphabetical order with variation 
in size and thickness for emphasis. Tool is available at 
https://tagcrowd.com/

C. Word-It-Out 
A simple tool with preset design options for word-clouds. The 
major drawbacks of this tool are (1) no option of file upload, 
(2) limited design options and (3) style and fonts are not up to 
the mark. This tool available at https://worditout.com/

D. Voyant
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It is versatile tool that generates (1) Cirrus: It is a 'cloud' 
generated from the most frequent words; (2) Bubble lines: A 
word frequency graph throughout the text; and (3) Text arc: for 
word distribution and their interconnection. Besides pasting 
single text, user can upload single text file as URL, pdf, or 
MSWord format or entire corpus. This tool is available at 
https://voyant-tools.org/

E. WordSift
WordSift is collection of text analysis tools. Major features are 
word-cloud and visual Thesaurus. It allows only to paste text, 
with recommended limit up to 10000 words for analysis. The 
main advantage is that we can control the scale of the words, 
d e n s i t y, a n d  o r i e n t a t i o n . T h i s  t o o l  ava i l a bl e  a t 
https://wordsift.org/ 

F. Wordclouds
Wordclouds is simple and much similar to the WordArt tool. 
The set of shapes for word-clouds are as per fields like traffic, 
love, pets etc. It has many settings for font, style, color palettes, 
size of cloud, invert, and masking options. The main drawback 
is (1) slow speed   and (2) single text input.  This tool available 
at https://www.wordclouds.com/

G. Jasondavies Word-Cloud
This tool is one of the best online word-cloud generators 
because it provides funny and exciting shapes. It allows only 
to paste text input. Another drawback is that we cannot 
change the settings like shapes and colors. This tool is 
available at https://www.jasondavies.com/wordcloud/

H. Daniel Soper's Word-cloud Generator
It is a free tool and easy to use because of its simple interface. 
The output cloud can be customized using the options panel. 
The drawbacks are (1) no option of uploading file and (2) not 
many options for shape, color, and design. This tool available 
at https://www.danielsoper.com/wordcloud/  

I. Lexos [49]
Lexos is a web-based platform tool which has great resources 
for visualizing large text. This site allows uploading the entire 
corpus i.e., multiple files. Then prepare the data to visualize 
and analyze it. The output can be word-clouds, multi-cloud, 
bubbleviz, rolling-window graph and analysis like statistical 
analysis, clustering, similarity query, and top word. The 
drawback is that we have to login every time before using the 
t o o l .  T h i s  t o o l  a v a i l a b l e  a t 
http://lexos.wheatoncollege.edu/upload 

J. Vizzlo
This tool has more potential than any other word-cloud 
generator because it has many paywalls. It allows the user to 
upgrade, change shapes, front and can fix the maximum 
numbers of words. One of the main features of this tool is used 
for removing the watermark from the word-cloud. If you can 
pay upfront, this tool allows you to change more settings and 
download files in PNG form with a transparent background. 
This tool available at https://vizzlo.com/create/wordcloud 

PROBLEM STATEMENT
The main challenge is that most of the tools are not taking text 
corpus as input rather these tools allow uploading single text 
file or giving the option of pasting the text to generate a word-
cloud. Therefore, this is a very big gap for a research scholars 
and scientists because often the application is only for a 
corpus. They need a cloud or a visualization tool for entire 
corpus instead of a single text file. We present how this 
challenge can be overcome in the next section.

PROPOSED SCHEMATIC 
The proposed schema for using the tools with corpus is 
explained with the help of flowchart in Figure 

Figure 1: Flowchart of the proposed schema.

At first the entire corpus is given an input to block A, we get 
single text file. This single text file is then given to any open-
source visualization tools (B) as mentioned above and finally 
we get a word-cloud/ tag cloud. Our main focus is on the block 
A. Converting a corpus of n text files to a single text file can be 
approached as follows: 

Naive – concatenate all the files and merge into a single file. 
The obvious drawback is the size of file, which already is a 
restriction in most of open-source tools. Also, the number 'n' 
itself may be too large to make a simple concatenation a 
memory-intensive operation. Hence, we propose two 
approaches of the following: There are three basic 
approaches already exists in text mining where a word is 
taken has its face value, a term is taken proportional to the 
frequency, and a term is taken proportional to the tf-idf. So, 
these three approaches have been listed here with one 
concept that we have introduce as priority window. The 
approaches are (1) selecting something from the bag which is 
priority window, (2) selecting something from the bag 
proportional to the frequency, and (3) selecting something 
from the bag which is proportional to its tf-idf.

1. Priority Window (KWExtract-k)
The first approach is the priority window (pw) approach that 
aims at collecting most important words from each file and 
that number of words (say k) is kept fixed and same for each 
file. Let us consider the size of window is k, that is k most 
common occurring words are to be considered from each 
document. Here the size of k can be set according to the user 
requirement. Thus, for a corpus of n documents extract k 
keywords from every file and concatenate into a single file of 
size kn. Value of k can be adjusted for tools having restriction 
on input-size. In our experiments we have observed that 
accepting at most 8 or 10 words from each document in the 
corpus is sufficient. By extracting those top k words from 
every document, we construct a single concatenated file 
containing all those words. Here the glitch is that suppose a 
particular term occurs in first document of the priority 
window may not be in the priority window of other document 
but occurring in the document then that term will get 
eliminated. Thus, those terms which are common to all 
documents and most occurring in all documents will get 
higher priority and words which rarely occur will not get 
priority in the entire corpus. So, we are eliminating the 
document bias because it might be that a long document has 
very higher frequency of particular word which is not 
occurring or very rarely occur in the other documents may 
gain a total higher frequency in the corpus. Therefore, only 
those words which are common to all documents and mostly 
occur in all documents will gain the priority, hence named as 
priority window. The main advantage of this approach is the 
elimination of document bias and the drawback is that only a 
document frequency and the popularity of the considered 
term plays a role in the priority window but not the individual 
term frequency is being considered. The formula is

F =concatenate (pw)1

Figure 2: Schematic representation of priority window 
(KWExtract-k) approach.
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2. Priority Window with Frequency (KWExtract-f)
In order to overcome the drawback of the first approach that 
every priority word appears only once per document, we 
construct a single text file by picking all the documents, 
construct a priority window, pick all the words/terms that 
appear in the priority window and then repeat those words as 
many times as their frequency in that particular document so 
that the frequency of the term also becomes a consideration in 
this approach. In this single text file, the frequency of each 
word is going to be different. Here we have involved the 
frequency factor besides eliminating the document bias. We 
can observe in this approach that the frequency of the term in 
the corpus is not showing but the frequency of the term in the 
particular document is visible. So, the drawback cannot be 
clearly stated but a loophole can be identified in this 
approach where a term may be just out of the priority window 
of certain article and that frequency may not be contribute in 
the final single text file frequency of that particular term. Thus, 
it is possible in certain cases that a document having a 
particular term of very high frequency is able to affect the 
frequency of that term in final single text file that will in turn 
affect the visualization. The formula is

F =concat [pw*frequency]2

Figure 3: Schematic representation of priority window 
with frequency (KWExtract-f) approach.

3. Priority Window with inverse document frequency 
(KWExtract- idf)
This approach is based on the inferences that have been 
already done in text mining in so many years. Several 
researchers agree that using inverse document frequency is a 
component eliminates the document bias and also it gives 
weightage to the terms which hold the importance in all over 
the corpus instead of in a single article. Just for the 
comparison to all the other approaches, we take an approach 
by taking the priority window and multiply all the terms with 
their inverse document frequency, so that we get a file which is 
equivalent to the tf- idf form of the corpus bag. The inverse 
document is computed using following the expression

Where df is the document frequency. Therefore, the priority 
window with inverse document frequency can be defined as

F   =concat[ pw*idf]3

prior ity words are completely vanished from the 
visualization. Thus, reduces the visual noise and emphasis the 
important words. So, the advantage of using a frequency-

based approach is very clear visual. The effect of our 
proposed schema KWEtract-f reduces the words which are 
not importance. 

Table 1: Wordcloud obtained by using KWExtract-k, 
KWExtract-f and KWExtract-idf approaches from 
different open-source text  visualization tools. 
(A)WordArt, (B) Tagcrowd, (C) WordItOut, (D) Voyant, 
(E)Wordsift, (F) WordCloud, (G) Jasondavies, (H) Daniel 
Soper's Word cloud, (I) Lexos, (J) Vizzol.

Also, if we want to see particularly which terms have been 
emphasized and how the priority window approach affected 
the visualization of corpus, then we can see in Figures 5, 6, 7. 
On the x-axis, the numbers are the sequence numbers of 
different terms and the y-axis represent the term frequency. 
The peaks are showing the important words. Here the priority 
window runs y axis from max value to lower values and terms 
that occur in priority window are highlighted for any 
document. We have shown these figures for the entire corpus. 
In the figure, we can see that the words at the peaks are 
different in both tf and idf.

Observation of word-clouds
If manually we see that actually which words are of more 
importance or relevance to the entire article, then the word-
clouds obtained through KWExtract-f approach are much 

Tools KWExtract-k KWExtract-f KWExtract-idf
A

B

C

D

E

F

G

H

I

J

128 www.worldwidejournals.com



PARIPEX - INDIAN JOURNAL F RESEARCH | O December - 202Volume - 11 | Issue - 12 | 2 | PRINT ISSN No. 2250 - 1991 | DOI : 10.36106/paripex

better than KWExtract- idf approach. So, it leads to the 
conclusion that KWExtract- idf approach cannot be used 
directly as a formula for creating single text files but term 
frequency can be used. This affects the visualization by 
making it more semantically effective.

Figure 5: Priority Window (KWExtract-k).

Figure 6: Priority Window with Frequency (KWExtract-f).

Figure 7: Priority Window with inverse document 
frequency (KWExtract-idf).

CONCLUSION
Text visualization is need of several non-technical fields too 
where researchers and users lack either knowledge or tools 
to produce effective visualization. Open-source tools are 
available to help people in such situations. Still there is a 
challenge to convert the corpus (collection of several text 
files) into a single text file such that its data characteristics are 
retained, because majority of visualization tools take a limited 
size single text file as input. This paper has proposed three 
“priority window approaches” using frequency and inverse 
frequencies of words in corpus. Using the proposed methods 
corpus can be converted to a small text file of only important 
terms and hence visualization produced is effective. For 
demonstration, we produce word-clouds from different tools 
using the priority window techniques and compare them. It is 
observed that a combination of word-importance and its 
frequency in individual documents gives effective output.     
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